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KIRISH

Ushbu darslikda zamonaviy ehtimollar nazariyasi va matematik
statistika fanining asosini bayon qilish magsad qilib olingan.
Darslikda fanning asosiy tushuncha va da’volari imkoniyat darajasida
keng gamrab olingan bo‘lib, uni yozishda mualliflarning O*bekiston
Milliy universitetida ko‘p yillar davomida olib borgan mashg‘ulotlari
materiallari asos qilib olingan.

Darslikda oliy ta’lim muassasalarining aniq va tabiiy fakultetlari
bakalavriat ta'lim yo‘nalishlarida tahsil olayotgan talabalar ma’ruza,
amaliy mashg‘ulot va mustaqil ta’lim materiallarini chuqur o‘zlash-
tirishlari uchun ular zarur tipik masala va misollar bilan ta’minlan-
ganlar. Darslik tuzilishi bo‘yicha nomiga mos ravishda ikki qismdan
iborat bo‘lib, uning “Ehtimollar nazariyasi” qismi (I-VI boblar)
professor T.M.Zuparov va “Matematik statistika” qismi (VII-XIII
boblar) professor A.A.Abdushukurov tomonidan yozilgan. Mazkur
darslik hozirga gadar o‘zbek tilidagi mavjud o‘quv go‘llanma va
darsliklardan farqli ravishda yagona butunlik prinsipiga amal gilgan
holda fanning har ikkala gismida magistrantlar va ilmiy xodimlar
tadgigotlar olib borishlari uchun zaiur bo‘lgan materiallarni ham o‘z
ichiga olgandir.

Fo-irda ehtimollar nazariyasi va matematik statistika usul-
larining qo‘llanish doirasi fan, texnika va amaliyot bilan bog‘liq
deyarli barcha tadgiqotlarda kengayib bormoqda va ular tadgiqotlar-
ning muqarrarligini aniglashda yuqori mutasaddi tashkilotlar tomoni-
dan talab etilmoqda. Shu munosabat bilan mualliflar ushbu darslik
nafaqat talabalarga, balki mutaxassislar uchun ham foydali bo*lishiga
ishonch bildiradilar.

Mualliflar kitobxonlarning darslikka oid fikr va mulohazalarini
minnatdorlik bilan qabul qiladilar. Ushbu darslik qo*lyozmasini
tayyorlashda gimmatli yordami uchun mualliflar O*zbekiston Milliy
universiteti katta ilmiy xodim-izlanuvchisi N.S.Nurmuxamedovaga

tashakkur bildiradilar.
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1 BOB. EHTIMOLLAR FAZOSI

1-§. Tasodifiy hodisa. Elementar hodisalar fazosi

Ehtimollar nazariyasining asosiy tushunchalaridan biri tasodifiy
hodisadir. Bu tushuncha tajriba bilan chambarchas bog‘liqdir. Tajriba
sun’iy ravishda yaratiluvchi yoki uni o‘tkazuvchi shaxsning ixtiyoriga
bog'liq bo‘lmagan holda vujudga keluvehi ma’lum shartlar kompleksi
bajarilganida, o‘tkaziladigan sinovdan iborat. Tajribalarni ikki sinfga
(turga) bo‘lish mumkin. Ularning birida tajriba natijalari tabiat qonun-
lariga tayangan holda oldindan aytib berilishi mumkin. Bunday tajri-
balar deterministik (aniglangan) degan nom bilan yuritiladi. Tajriba-
larning ikkinchi sinfida esa bir xil shart-sharoit bajarilganda ham
sinov natijasida bir-birini rad etuvchi xilma-xil hodisalar ro‘y berishi
mumkin. Bunday xilma-xillik masalan, elektr lampochkalarining ish-
dan chigish hodisasini kuzatganda, elementar zarrachalar bir-birlari
bilan to‘qnashganda, individumlarning biror tibbiy preparatga ta’sir-
chanligi kuzatilganda va hokazolarda uchraydi. Bunday tajribalarni
o'rganish ehtimollar nazariyasining predmetini tashkil etadi. Ular
tasodifiy (stoxastik) yoki ehtimollik tajribalari deb ataladi. Biz bun-
day tajribalarni istalgancha qaytarish mumbkin, deb faraz gilamiz.

Tasodifty tajribaning har ganday natijasi elementar hodisa
deyiladi. Tajriba natijasida ro‘y berishi mumkin bo‘lgan barcha ele-
mentar hodisalardan tashkil topgan to‘plamni biz elementar
hodisalar fazosi yoki tanlanma faze deb ataymiz va Q orqali

belgilaymiz, har bir elementar hodisani esa . (w<= Q) orqali bel-
gilaymiz.

Elementar hodisalar fazosining tuzilmasini izohlash uchun
quyida misollar keltiramiz.

1-misol. Tajriba bir jinsli simmetrik tanga tashlashdan iborat
bo'lsin. Raqamni «r» va gerbni «g» orqali belgilasak, u lmldq
elementar hodisalar »,=g va o, =1 bo'lib, elementar hodisalar fazos!
Q=| o, ~w3} to‘plamdan iborat bo‘ladi.
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2-misol. Tajriba nomerlangan kubni (yoqlari birdan oltigacha
nomnierlangan bir jinsli kubni) tashlashdan iborat bo‘lsin. Bunda ele-
mentar hodisalar fazosi Q={1,2,3,4,5,6} to‘plamdan iborat.

3-misol. Faraz qilaylik, biz telefon stansiyasining ishini bir soat
ichida kuzatib, chagqirishlar (talablar) soni bilan giziqaylik. Kuzatuv
vaqtida bitta ham chagirish kelmasligi, bitta chaqirish kelishi, ikkita
chaqirish kelishi va hokazo hodisalar ro‘y berishi mumkin. Bu
tajribada elementar hodisalar fazosi Q={0,1,2,...} ko‘rinishga ega.

4-misol. n ta sharni m ta turli sharlarni 0‘z ichiga olgan idish-
dan tanlash bilan bogliq bo‘lgan murakkabroq tajribani ko‘rib o‘tamiz.
Har bir tanlovda olingan shar idishga qaytarib qo‘yiladigan tajribaga
takroriy (yoki gaytuvli) taniash deyiladi. Bu holda » ta shardan
iborat har qanday tanlanma Q:{ Uy, 1ly,...,u, } ko‘rinishda yozilishi
mumkin, bu yerda u, orqali i-qadamda olingan sharning ragami bel-
gilangan. Takroriy tanlanmada har bir «,, 1,2,3,..,m gqiymatlardan
birini qabul qgilishi mumkin. Elementar hodisalar fazosini tasvirlash
bir xil tarkibli, masalan, (5121234) va (1251243) kabi tanlanmalarni
bir xil tanlanma yoki har xil tanlanma deb hisoblashimizga qarab
tubdan farq qiladi. Shu munosabat bilan ikki holni farglaymiz:
tartiblangan tanlanmalar va tartiblanmagan tanlanmalar.

Tartiblangan tanlanmalar garalgan holda elementar hodisalar
fazosi Q :{a);m = (U Uyt )il = 1,2,.“,111} ko‘rinishga ega va ele-

mentar hodisalar soni N(Q)=m" ga teng. Tartiblanmagan tanlan-
malarri biz @ = [u,,11,.....u,] shaklida ifodalasak, bu holda elementar

hodisalar fazosi Q= {@:0 =[u,,u,,....u,;u, =1,2,...,m} ning elemenl-
tari sonini K (m1,1) orgali belgilaymiz, u holda
NQ)=K(mn)=Cy,,, (1)
G ; k!
tenglik o‘rinli bo‘ladi. Bu yerda C/ :T')_' k-ta elementdan
e JUk=))!

j tadan tuzilgan guruhlar soniga teng. (1) tenglikning isboti ushbu

K(,n)=1, [\"(m.n):ZK(m-l,s) (2)

s=1



N

rekkurent munosabatdan kelib chiqadi. (2) tenglikdagi K(’”‘l,s)
avval m—1 ta turli sharli idishdan s ta shardan iborat tartiblanmagy
tanlanma olib. so'ngra m-shami n—s marta qo‘shib olishdan hosil
bo‘lgan elementar hodisalar soniga teng.

5-misol. Bu misolda endi tanlangan shar idishga qaytarib
qo'yilmaydi. Bunday tajribaga gqaytarilmas tanlash deyiladj. Bu
holda n<m deb faraz gilamiz. Qaytarilmas » ta shardan iborat
tartiblangan tanlash o‘tkazilgan holda elementar hodisalar fazosj

Q:{a):a) = (1) Uy senn U, iUy Uy # o E U U = 1,2,_._,,,,}
to*plam orqali ifodalanadi va bu to*plamning elementlari soni

(m),=m(m=1)...(m—n+1)

m clementdan » tadan o‘rinlashtirishlar soni 4) ga teng. Tartib-
lanmagan tanlash o‘tqazilgan holda elementar hodisalar fazosi

Q:{m;w=[ul,u:,....u“];u; FUyF . FUSU = 1,2,,,,:”7}

to'plamdan iborat bo‘ladi va har bir tartiblanmagan turli elementli
tanlanmadan n! ta turli tartiblangan tanlanmani hosil gilish mumkin
bo*lgani uchun barcha elementar hodisalar soni
(m)n /Illlll n
J e
e n! n! Co
ga teng bo‘ladi.
6-misol. Navbatdagi misol sifatida shamolning yo*nalishini
aniglashdan iborat bo‘lgan tajribani ko‘raylik. Agar biz natijani 6
orqali belgilasak, u holda @ [0,277)yarim intervaldan qiymatlar qabul
qiladi. Shunday gilib, tabiiy ravishda © elementar hodisalar fazosi
chekli yarim intervaldan (yoki anigrog‘i aylananing nugqtalaridan
tborat bo‘ladi). Bir vaqtning o‘zida shamolning yo*nalishi € va uning
v tezligini kuzatish yana ham anigroq tajriba bo‘lar edi. Bu holda
clementar hodisalar fazosi Q={w=(0.v); 0<0 < 27:v ;(J}. ya'ni
ikki o‘lchovli vektorlardan tashkil topgan cheksiz to‘plam orqali
ifodalanar edj.

6
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7-misol. Broun harakati. Mikroskopda molekulalar tomonidan
ko‘p miqdordagi zarbalar natijasida tartibsiz (xaotik) harakat gqila-
yotgan kichik zarrachaning holati kuzatilayotgan bo‘lsin. Kuzatuv
[O,T] vaqt oraligida o‘tkazilayotgan bo‘lsin. Bu tajribaning natijasi
zarrachaning harakat trayektoriyasidan iborat bo‘ladi. Agar bizni zar-
rachaning biror yo‘nalish bo‘yicha siljishi gizigtirsa, u holda vaqtning
ixtiyoriy ¢ momentida (7€ [0,7]), uni tanlangan yo‘nalishdagi
proyeksiyasining vaziyati x(7) koordinata orqali ifodalanadi. Bu holda
elementar hodisalar fazosi Q ——-{.\'(f);te [O,T]} = C(u,r][()vT] oralig‘ida
aniglangan haqiqiy uzluksiz funksiyalar to‘plamidan iborat bo‘ladi.

Demak, elementar hodisalar fazosi chekli, sanoqli va hatto
kontinium quvvatga ega bo‘lishi mumkin ekanligi yuqorida keltirilgan
misollardan yaqqol ko‘rinadi.

Elementar hodisalar fazosi bilan bir gatorda endi eng muhim
tushuncha tasodifiy hedisa yoki (boshqa tipdagi hodisalarni biz bu
darslikda ko‘rmayotganligimiz sababli) hedisa tushunchasini kiri-
tamiz. Hodisalar clementar hodisalardan tashkil topgan to‘plamlar
bo‘lib, ular odatda lotin alifbosining bosh harflari 4, B.,C.... lar bilan
belgilanadi. Tajriba natijasida albafta ro‘y beradigan hodisaga biz
mugarrar hodisa deymiz. Alsincha hech qachon ro‘y bermaydigan
(va'ni birorta ham elementar hodisani o‘z ichiga olmagan) hodisaga
mumlin bo‘lmagan yoki bajarilmaydig:n hodisa deb aytaymiz va
uni @ oali belgilaymiz. Birorta berilgan hodisalar sinfiga tayanib
“yoki”, "va, inkor qilish” kabi mantiqiy bog‘lanishlar yordamida
yangi hodisalarni “hech bo‘lmaganda” hosil qilish mumkin; bu
mantigiy bog‘lanishlarga to‘plamlar nazariyasida “birlashma”,
“kesishma™ va “to‘ldirma’ kabi amallar mos keladi.

A hodisaga teskari (qarama-qarshi) 4 hodisa deb, 4 hodisa
ro'y bermaganda va faqat shundagina bajariladigan hodisaga aytiladi.

A va B hodisalarning yigindisi 4+ B (yoki AU B) deb, 4 yoki
B hodisalar, yoki ikkalasi ham bajarilganda va faqat shundagina baja-
riladigan hodisaga aytiladi. A+ A=0Q - muqarrar hodisa ekanligi o‘z-

0‘zidan ayon.
>



A va B hodisalaming ko'paytmasi AB (yoki A B) deb, 4 2
B hodisalar birgalikda_ bajarilganda va faqat shundagina bajariladieay
hodisaga aytamiz. A4=2 — mumkin bo‘lmagan hodisa ekanIigi
ravshan.

Agar AB=0 bo‘lsa, 4 va B hodisalar birgalikda bo‘lmagay
(voki birgalikda bajarilmaydigan) hodisalar deyiladi.

A va B hodisalarning A\ B ayirmasi deb, 4 hodisa bajarilib, g
hodisa bajarilmaganda va faqat shundagina bajariladigan hodisapg
aytiladi. 3

Agar A hodisaning ro‘y berishidan B hodisaning ham ro'y
berishi kelib chigsa, u holda 4 hodisa B hodisani ergashtiradj
deymiz va buni 4 € B ko'rinishda yozamiz.

Agar A B va Bc A bo‘lsa, u holda 4 va B hodisalar teng
kuchli yoki teng hodisalar deyiladi va 4= B orqali yoziladi. Tenz
kuchli hodisalar bir xil elementar hodisalardan tashkil topgan ekan-
ligiga ishonch hosil gilishimiz mumkin.

8-misol. Tajriba simmetrik bir jinsli tangani uch marta
tashlashdan  iborat  bo‘lsin.  Elementar  hodisalar fazosi
Q:{(u,,a)z,w;,au,a)s,a)ﬁ,wﬂa)x} to‘plamdan iborat bo‘lib, unda
0, :(ggg)’ W, = (gg\)v (O3 =(gl‘g), D= (lgg) (0P (gﬂ'), w, = (1‘g1'),
0, =(1g), o,=(m). 4 hodisa tanga uch marta tashlanganda ikki
marta gerb tushishidan, B esa kamida ikki marta raqgam tushishidan

- . 1 P
iborat bo‘lsin, u holda A:fw:.m_‘,mJI va Bz{m;«”’m(’)v,(ﬂx: ckanligi

ravshan, Demak, A+B:{ )5, 05,00,4, 05,05, 07,0y ; — kamida bir marta
raqam tushish hodisasi, AB=@, A\B=A4, A={0.0. 0,0, 0}
kamida ikkita raqam yoki birorta ham raqam tushmaslik hodisasidan
iborat.

9-misol. Tajriba birlik kvadratga tavakkaliga zarracha tash-
lashdan iborat bo‘lsin. A4 tashlangan zarrachaning doiraga tushishi,
B esa tashlangan zarrachaning kichik kvadratga tushishi hodisalari
bo'lsa, u holda A+B, AB, A\B va A hodisalar zarrachaning mos
ravishda 4 va B figuralaming birlashmasi. kesishmasi, ayirmasi va
birlik kvadratgacha to‘ldirmasi orqali hosil gilingan (1-shaklda
tegishli sohalar shtrixlangan) sohalarga tushishidan iborat.

8
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HB AB B A
1-shakl.

Hodisalarning yigindisi va ko‘paytmasi amallarini ularning
chekli yoki cheksiz to‘plami ZAa (yoki U )5 HA ( yoki n 4,)

uchun kengaytirish mumkin.
To‘plamlar ustidagi amallarning barcha xossalari hodisalar

uchun ham o‘rinlidir, masalan:
Z 4 —Z 4, ﬁI =J4,, 4=0\4,0=0,

A\B=A4A\AB=AB, A\(A\B)=4AB, AcB= BC 4,
A+ A=A, (A+B)C=AC+BC, (AnB)uC=(4uC)n(BUC).

2-§. Tasodifiy hodisalar algebrasi va o- algebrasi. Ehtimollar
nazariyasining aksiomalari. Ehtimollik fazosi

Elementar hodisalar fazosi cheksiz bo‘lgan umumiy holda biz
barcha hodisalarni qarash o‘rniga, hodisalarning algebralari yoki o—
algebralari deb ataluvchi ba’zi sinflarinigina qaraymiz. Shunday qilib,
elementar hodisalar fazosi Q ixtiyoriy to‘plamdan iborat va 4 esa Q
to‘plamning qism to‘plamlaridan tashkil topgan birorta sistema
bo‘lsin.

1-ta’rif. Agar

1.Q¢e A;

2. Ae Ava Be A munosabatdan 4+ Be A ekani kelib chigsa;

9
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3. 4ed munosabatdan Ae 4 ekani kelib chigsa, y
sistema algebra deb ataladi.

2-ta’rif. A - hodisalar algebrasi, P=P(4); 4e 4 e
aniglangan va [0;1] to‘plamdan qiymatlar gabul giladigan
funksiyasi bo‘lsin. Agar A dan olingan va birgalikda bajarilm
ixtiyoriy 4 va B hodisalar uchun

P(A+B)= P(4)+ P(B)

holda 4

to'plam
aydigan

tenglik o‘rinli bo‘lsa, u holda 4 da chekli additiv o‘lchey kiritilgan
deyiladi. P(Q)=1 shartni qanoatlantiruvchi chekli additiy 0flchovga
esa A da aniglangan chekli additiv ehtimoliik o‘lchovi deyilagi,

Agar A hodisalar algebrasi bo‘lsa, u holda 4e g vq Be 4

hodisalar uchun ANB=AUB va A\B=ANB munosabatlarga
ko‘ra 4NBe A va A\Be A ekanligi kelib chiqadi. Shu kabj 1° va 3
shartdan @= Qe 4, yani Je A ekanligi kelib chiqadi.

Hodisalarning 4 algebrasi ba’zan hodisalar halgasi deb ham
ataladi, chunki 4 da halqaning barcha shartlarini qanoatlantiruvchi
ikkita algebraik amal (qo‘shish va ko‘paytirish: U;N) kiritilgan.
Hodisalarning A algebrasi, AnQ =1 bo‘lgani uchun birlik halgani
tashkil etadi.

Algebra tashkil giluvehi hodisalar sistemasining “eng kichigi”
A={0;Q} ekanligi ravshan. Shu bilan birga Q to‘plamning barcha
gism to‘plamlaridan tashkil topgan hodisalar sistemasi JM(Q)) ham
algebradan iborat ekanligini tekshirish mumkin.

Agar O chekli fazo bo‘lsa, u holda uning barcha gism to‘p-
lamlaridan tashkil topgan M(€2) sistema ham chekli to‘plam bo*ladi.

10-misol. Tajriba bir jinsli simmetrik tangani ikki marta
tashlashdan iborat bo‘lsin. U holda elementar hodisalar fazosi
Q={gg.grrgar} 4 ta elementdan tashkil topgan chekli to‘plamdan
iborat boladi va M(Q) algebraning barcha hodisalarini yozib chigish
mumkin:

M) ={0;{ge}: {er}; {rg}; irh; eg.gr)s (g re}; {ge r) {grrg)s
{rg,r};{gg.grr}:{gg mgr}: {ggir,
10
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Bu misolda M(€2) algebra 2%=16-ta elementar hodisalardan
tashkil topgan. Agar Q to‘plam N ta elementdan tashkil topgan
bo‘lsa, u holda M(Q) to‘plam 2"ta elementdan iborat. Hagiqatan
ham 0 va 1 lardan tashkil topgan uzunliklari N ga teng bo‘igan
ketma-ketliklarning soni 2" ga teng va bunday ketma-ketliklar bilan
M(Q) orasida o‘zaro birgiymatlik moslik o‘natish mumkin
(2¥=Ch+Ch +.t & 41

3-ta’rif. Agar Q to‘plamning gism to‘plamlaridan tashkil top-
gan hodisalarning A-algebrasida (2° shart o‘mida):

2% 4, e A;n=1,2,...dan UAwe A ekanligi kelib chigsa, u holda 4 o—
algebra yoki Borel algebrasi deyiladi. Q fazo va uning gism to‘p-
lamlaridan tashkil topgan 4 o -algebra birgalikda o‘lchovli fazo deb
ataladi va (Q,4) orqali belgilanadi.

1i-misol. 1) Q=R={x; —o<x<w} sonli to‘g'ri chiziq
bo'lsin. % orqali chekli yoki cheksiz kesmalardan, intervallar va
yarim intervallardan tashkil topgan to‘plamlar sistemasini belgi-
laymiz. 7, algebra tashkil qilmaydi. Masalan, 4= (-%0:-1) va
B = (l;+%) to‘plamlar yig'indisi (—o0;—1)U (l:+0) to‘plam 7 siste-
maga kirmaydi. Agar %, ni, undan olingan to‘plamlarning barcha
chekli yig'indilari bilan to‘ldirsak, u holda hosil bo‘lgan yangi
to*plamlar sistemasi 7 algebrani tashkil giladi.

7 algebrani o'z ichiga olgan barcha o -algebralarni qaraymiz.
T < M(Q) va M(Q) o -algebrani tashkil qilgani sababli, # algeb-
rani 0‘z ichiga olgan kamida bitta o -algebra mavjud. Bunday o -
algebralarning kesishmasi (ya'ni o -algebralarning barchasiga tegishli
bo‘lgan to‘plamlar sinfi) yana o -algebrani tashkil qiladi. Bu barcha
intervallarni o‘z ichiga olgan minimal o -algebra bo‘lib, Borel o -
algebrasi deyiladi va 8 = @(R) orqali belgilanadi.

2) Q=R ={x=(x,%,..,x); x,€ R} — n o‘lchovli Evklid
fazosi bo‘lsin. R fazo nuqtalarini x= (x,,x,,....x,) ko‘rinishida ifo-

dalaymiz. [, orqali



R

{xe R; a,<x<b,a,<x,<b,....a,<x, < b"} (3)

ko'rinishdagi barcha n o‘lchovli yarim ochiq paralielepipedlardan
tashkil topgan to*plamlar sistemasini belgilaymiz, bu yerda - < g, < b,
haqigiy sonlar. (3) ko‘rinishdagi yarim ochiq parallelepipedlaming
chekli yig‘indilaridan tashkil topgan &,(R,) sinf algebra tashkil qili-
shini tekshirish qiyin emas. 4,(R,) algebrani o°z ichiga olgan minimal
B(R,) =9, o -algebraning mavjud ekanligini lc-xossadagi kabi isbot-
lash mumkin. ¢, o -algebraga n o‘lchovli Evklid fazosidagi Borel
to‘plamlarining o -algebrasi deyiladi.

4-ta’rif. Bizga (Q.4)-0'lchovli fazo berilgan bo‘lsin. Agar 4
o -algebrada aniglangan P sonli funksiya uchun quyidagi aksiomalar
o‘rinli bo‘lsa:

K1. Istalgan 4e Auchun P(4)>0 (P ning nomanfiyligi);

K2. P(Q)=1 (P ning normalanganligi);

K3. Juft-jufti bilan birgalikda bo‘lmagan 4, 4,,...,

A,,... hodi-
salar ketma-ketligi uchun

(UA ) ZP(A ) (Pning sanoqli additivligi),

n=l

n=l

uholda A4 o -algebrada P ehtimollik o‘lchovi yoki ehtimol kiritilgan
deyiladi.

(Q.A4,P) uchlikka ehtimollar fazosi yoki ehtimollik modeli
deyiladi, bu yerda A4 hodisalarning o -algebrasi, P 4 da aniglangan
ehtimol, P(A) (Ae A) songa 4 hodisaning ehtimoli deyiladi.

Demak, ehtimollik modelini yaratish o‘lchovli fazoda manfiy
bo‘lmagan, sanogli additiv Q fazoning o‘Ichovi 1 bo‘lgan o‘lchov
kiritishdan iborat ekan.

Ehtimollar nazariyasining, yuqorida kiritilgan, aksiomatikasini

AN .Kolmogorov taklif qilgan. K1, K2, K3 aksiomalar sistem: asi,
ularni ganoatlantiruvchi real obyektlar mavjud bo‘lgani sababli o*zaro
zid emas.

l')



3-§. Ehtimolning asosiy xossalari

Yuqorida keltirilgan aksiomalardan ehtimolning quyida kelti-
rilgan asosiy xossalari kelib chiqadi.

1°) P@)=0.

1°-xossaning isboti FuQ=0 tenglikdan va K1, K3 aksioma-
lardan kelib chigadi.

2°) Agar 4c B bo‘lsa, u holda P(B\A)=P(B)—P(A). B=AU(B\.4)
va AN (B\A4)=@ tengliklardan K3 aksiomaga ko‘ra

P(B)=P(4)+ P(B\4).

Bu tenglikdan ushbu xossaning isboti kelib chigadi:

3°) Agar Ac B bo‘lsa, P(4) < P(B) bo‘ladi.

4°) Agar 4,Be A bo‘lsa, u holda

P(AUB)= P(4)+ P(B)—- P(4 B).
Bu xossaning isboti 4UB=4U(B\(4NB)) tenglik va 2°-xossadan
kelib chigadi:
P(AUB) = P(4)+ P(B\(AN B)) = P(4)+ P(B)— P(A(] B).
5°) P(A)=1-P(4) tenglik AUA4=Q, 4NA=2 munosabatlar va

K3 aksiomadan kelib chiqadi.
6°) Agar 4, e A, n=12...bo‘lsa, u holda

ILU 4, ]s Z P(4,).
n=1 7 n=1

6 -xossani isbotlash uchun J4, =B, tenglikka murojaat etamiz,

n=

bu yerda B, =4,, B.=AN..NA4 N4, n=23,., BB =9, i#j
tenglik o‘rinli. Demak K3 aksiomaga ko‘ra

1’(U A, ]: }{i B, j: Z P(B,)< XP(A,,).
n=l 7, =l n=l n=l

Quyidagi teorema chtimollik o‘lchovi bilan chekli additiv
to*plam funksiyasining uzluksizligi orasidagi bog‘lanishni korsatadi.
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Ry e N7 A XY

1-teorema. P— A-algebrada kiritilgan chekli additiv ehtimollik
o‘Ichovi bo'lsin. U holda ushbu 4 ta shart o‘zaro ekvivalent:

1. P ¢ -additiv (ya’ni P A da kiritilgan ehtimol).

2.P - yuqoridan uzluksiz, ya'ni 4 dan olingan va
AcA, n=12,.., UA,,EE shartlamni qanoatlantiruvchi ixtiyoriy
A, 4,,... ketma-ketlik (bﬁni biz 4,1 orqali belgilaymiz) uchun

lim P(4,) = P[U A, )

=]
3. P-quyidan  uzluksiz, ya'ni A4 dan olingan va
At S0 ﬂAﬂe A shartlamni  qanoatlantiruvchi ixtiyoriy
A, 4,.... ketma-ketlik uchun (bunibiz 4, I orqali belgilaymiz)

lim P(4,) = Pfﬁ A, )

n=1

)

4. P _ “nolda wuzluksiz’, ya’ni A4 dan olingan va
A e A Slores ﬁA,,z@ shartlarni  ganoatlantiruvchi  ixtiyoriy
A AT ketma-ketlilgcilchun (buni biz 4, L& orqali belgilaymiz)
fimP(4,) =0.

=

Isboti. Teoremani biz ushbu 1)=> 2) = 3)= 4) = 1) sxema
bo‘yicha isbotlaymiz. Bu yerda i)=j) orqali i) shartdan j) shart kelib
chigishi belgilangan.

1)=2). A1 va |4, €4 bo'lsin. B =4,B =4\4,,,n=23,..

=l
hodisalarni belgilaymiz. B, hodisalar juft-jufti bilan birgalikda
bajarilmaydigan hodisalar va | J4, = JB8, bo‘lgani uchun P ning o -

n=l n=l

additivligiga ko‘ra
U4, ]= P{UB., J=ZP(B,,)= P(A)+ P(A, \ 4)+ P(A,\ A,) + .=
n=l / n=1 n=1
= P(4) + P(4;) = P(4) + P(4) = P(4,) +...= lim P(A,).
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2)=3). 4, va ()4,€A4 bo'lsin. B, =4\d, n=12..
n=l

hodisalarni belgilaymiz. {B,} hodisalar ketma-ketligi uchun 8,1 shart

bajariladi va | B, = 4, \[ﬂ A”J bo‘lgani uchun 2°- xossaga ko‘ra
n=l

n=|
lim P(B,) = P(UB,, ]= P(4)~ P[ﬂ A, J
Y =] n=1
tenglik o‘rinli bo‘ladi. Demak,
lim P(A,) = lim P(4, \ B,) = P(4,)— lim P(B,) = P(ﬂ A J
i P s ]

3)=4). Tabiiy.
4)=>1). 4°-xossa o‘rinli bo‘lsin. 4,.4,,... juft-jufti bilan bir-

galikda bajarilmaydigan hodisalar ketma-ketligi bo‘lib, OA,,e A
n=1
bo‘lsin. P ning chekli additivligidan, ixtiyoriy » >1 uchun
P(Z 4 ]: P[i 4 )+ >4 J
=1 7 =1 i=1

tenglikning o‘rinli ekanligi kelib chiqadi. B, = OA, deylik, u holda
i=nsl

(B, | ketma-ketlik uchun B, | @ shart bajariladi. Demak, 4° ga ko‘ra

3 P(4)=1lim Y P(4)=lim P(i 1 J: lim[l’(i i )- P(B,,)ﬂ i
=1 TR ra) LEs t=1 n2% =1

x

= PLZ 4 )— lim P(B,) = ZA J

i=1

1-teorema isbotlandi.

4-§. Elementar hodisalarning diskret fazosi.
Ehtimolning klassik ta’rifi

Elementar hodisalar fazosi chekli yoki cheksiz, ammo ularni
®,,0,,... Ko‘rinishida nomerlab chigish mumkin bo‘lgan - fazoga
elementar hodisalarning diskret fazosi deyiladi. Birinchi paragrafda
ko'rib o‘tilgan 1-, 2-, 3-misollarda elementar hodisalar fazosi Q
diskret fazo tashkil giladi.
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Q diskret fazo va A4 =HM(Q) bo‘lsin. Bu holda ixtiyoriy Ae g
hodisaning ehtimolini quyidagicha kiritish mumkin:

z p,=1 shartni ganoatlantiruvehi manfiy bo‘lmagan P
=0 !

sonlar berilgan bo‘lsin. 4 hodisaning ehtimolini
P(A):pr )
=4

yig'indi shaklida ifodalaymiz. (4) formula orgali aniglangan to‘plam
funksiyasi ehtimol o°lchoviga qo‘yilgan 3 ta aksiomaning barchasini
qanoatlantiradi. Hagiqatan ham, K1 aksioma P(4) miqdorning anig-
lanishidan kelib chigadi. K2 aksioma ham bajariladi, chunki (4) teng-

likga ko‘ra
BOI=N p.=1.
=0
Agar 4 birgalikda bajarilmaydigan ikkita 4, va 4, hodisalarning
yigindisi bo‘lsa, u holda (4) tenglikka ko‘ra
PAUAL)=PA)=)p,= D, p,= P+

weEA o= A4UA, @s 4
Z p,=P(4)+P(4,)
bo'ladi, ya'ni (4) tenglik .orqali kiritilgan ehtimollik o‘Ichovi chekli

additivdir. Xuddi shu kabi P ning sanogli additivligini ham isbotlash
mumkin, Demak.

p,20va ) p, =1 (

[739)

wn

shartlami ganoatlantiruvchi sonlar yordamida (©2,4) o‘Ichovli t‘n’x.gdu
(4) formula orqali ehtimol o*lchovini kiritish mumkin. Bu ta’kidning
teskarisi ham o‘rinli, ya'ni agar (©2,4) o‘lchovli fazoda K1, K2, K3
aksiomalarni qanoatlantiruvchi P ehtimol o‘Ichovi kiritilgan bo’lsa. U
holda (5) shartlarni ganoatlantiruvchi shunday p, =0 sonlar mu\f—
judki, Ae 4 hodisaning ehtimoli (4) formula orqali ifodalanadi. Haqi-
qatan ham, A={w} - yagona @ elementar hodisadan iborat L‘L:h
hisoblab, biz P(4)= p,, = P({o}) tenglikka ega bo‘lamiz. Demak, K1
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aksiomaga ko‘ra, p, > 0. Shu bilan birga, agar 4 ={a)q,a)h ,} bo‘lsa,
u holda K3 aksiomadan

P(4)=P({o,} +{o,+.)= X Poh)= Y p,

oz A we A

(4) tenglik kelib chigadi. Bundan va K2 aksiomadan 4=Q deb

hisoblab.
> Po =l
0=0
tenglikka kelamiz.
Agar Q chekli elementar hodisalar fazosi bo‘lib, p, barcha o
elementar hodisalar uchun bir xil bo‘lsa, u holda (4) formula

N(A)

Fle ”_A(m

(6)
ko‘rinishga ega bo‘ladi. Bu yerda N(4) orgali 4 to‘plamning ele-
mentlari soni belgilangan. Bu ehtimolning klassik ta’rifidir. Bu holda
1=P(Q)=> p,=p M)

s Q)
bo‘lgani uchun

bt

pm = N(Q)

tenglik o‘rinli, yani klassik z’rifea olib keladigan ehtimollar fazo-
sining modeli ixtiyoriy elementar hodisaning ro‘y berish imkoniyati
tajriba  xarakterini aniglovchi shartlarga nisbatan bir xil bo‘lgan
hollarda ishlatiladi. Masalan, simmetrik bir jinsli nomerlangan kub

£ 1 5
tashlanganda 1.2.....6 elementar hodisalar uchun p, = .= p¢ e sim-

metrik bir jinsli tanga uchun esa p(g)= /)(r)=% deb aniglash va
chtimolning klassik ta’rifidan foydalanish tabiiydir.

Demak, A4 hodisaning ehtimolini klassik ta’rifdan foydalanib
hisoblash A4 hodisani ro‘y berishiga olib keluvchi barcha elementar
hodisalarning sonini hisoblashga keltiriladi. Ba’zan bunday hisob-
lashlar trivial, ba’zan esa kombinatorikaning qiyin masalasi bo‘lib, uni
yechish uchun hozirgit kunda uvojlantmlgdn nozik usullarni qo‘l-
lashga to‘gri keladiz Bunday séf texmkawy qumchlllklarm yengish

|7
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chtimollar nazariyasi faniga hech qanday alogasi yo'q. Ampg
qancha bunday holatlarni tekslnfmay turhlb, na o‘rganilayotgan
mavzuning tabiati haqida, na uning amaliy imkoniyatlar; hagida
tasavvurga ega bo‘lish mumkin emas.

Endi ehtimollikning klassik ta’rifidan foydalanib, ba’zi hodj.
salarning etimollarini hisoblaymiz.

12-misol. 3 ta nomerlangan kub tashianganda tushgan ochkolar
yig'indisi 11 ga teng bo‘lish ehtimolini toping.

Yechish. Agar ochkolar qaysi nomerlangan kubda tushganinj
hisobga olsak, elementar hodisalar fazosi Q= {w;w = (e i
u, =1,2,...6;j=1,2,3} ko‘rinishga ega ekanligi kelib chiqadi. {3:1
yerda (u,,u,,u;) orqali mos ravishda birinchi nomerlangan kubda y
ikkinchi nomerlangan kubda », va uchinchisida u, ochkolar tushis};;
belgilangan. Demak, barcha elementar hodisalar soni N ()=~ 16.
Agar A orqali tushgan ochkolar yig‘indisi 11 ga teng bo‘lish hodi-
sasini belgilasak, u holda A={we Qsu, +u, + 1, =11} Kko‘rinishea
ega. 11 ochkoni 6 ta turli usul bilan olish mumkin (6+4+1; 6¢3+h2.
5+5+1 5+4+2; 5+3+3; 4+4+3). Shu bilan birga 6+4+1 kombinatsiyas;
ushbu 6 ta elementar hodisalardan biri bajarilganda va faqat shundagi-
na tushishini ko‘ramiz: (6.4.1), (6,1.4), (4.6.1), (4,1.6), (1,6,4), (1.4.,6).
Xuddi shu kabi, 6+3+2, 5+4+2 kombinatsiyalar ham 6 tadan ele-
mentar hodisalardan biri bajarilganda ro‘y beradi. 5-5-1, 5-3-3, 4-4-3
kombinatsiyalaming har biriga mos keluvchi elementar hodisalarning
soni 3 ga teng ekanligi ravshan. Shunday qilib, N(4)=3-6+3-3=27 va
ehtimolning klassik ta’rifiga ko‘ra
N(4) 27 1

P(4)= =-,
N(E) 216 8
13-misol. 36 ta gartadan iborat bo‘lgan qartalar dastasidan
tavakkaliga 3 ta garta olinadi. Bu gartalarning uchalasi ham bir xil
tusli bo‘lish ehtimolini toping.
Yechish. Qartalarni  dastadan olish tartibi bu misolda
ahamiyatga ega bo‘lmagani uchun elementar hodisalar fazosi

Q= {00 =[u,uy,us )1y # uy # 1350, =1.2,...,36)
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ko‘rinishga ega. Demak, N(Q) = C3(, %3—4 A orqali olingan qar-

talar dastasi bir xil tusli bo‘lish hodisasini belgilasak va dastada har
biri 9 ta qartadan iborat bo‘lgan 4 xil turli tus borligini hisobga olsak,

u holda

N(A)=4C3 = 2287,
by

Demak,

5-§. Ba’zi klassik modellar va tagsimotlar

1. Binomial tagsimot. Simmetrik tanga » marta tashlangan
bo‘lib, kuzatish natijasini (u,,u,,....u,) ko‘rinishidagi tartiblangan
ketma-ketlik shaklida ifodalaylik. Bu yerda w, = 1. agar tanga i -marta
tashlanganda “gerb” (“yutuq”) tushsa va w, =0, agar “ragam”
(“yutqaziq”) tushsa. Jami 2" ta bunday ketma-ketliklar mavjud.
Elementar hodisalar fazosi ushbu ko‘rinishga ega:

Q={o:0 = (U,u,,...u,).u, = 0.1}
Har bir e Q elementar hodisaga

§ up n=Xu

pe)=p? g (7)

chtimolni mos qo‘yamiz, bu yerda manfiy bo‘lmagan p va ¢ sonlar
p+q=1 tenglikni qanoatlantiradi. (7) tenglik orgali berilgan sonlar
(Q.,M(Q)) o‘lchovli fazoda ehtimol o*lchovini kiritishini ko‘rsatish
uchun (5) munosabatning o‘rinli ekanligini isbotlaymiz. (7) tenglikka
ko‘ra p(@) manfiy bo‘lmagani uchun

Z p@)=1

=

ckanligini  tekshirishimiz ~ kifoya  giladi. ~ Buning  uchun

Z”f = k.(k=0,1,2....,n) bo‘lgan barcha @ = (u,.u,,...,u,) elementar
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hodisalarni ajratamiz. Bunday natijalar soni & ta “bir’ni » ta 0'ringy
o‘rinlashtirishlar soni C# ga teng. U holda

2. p@)=> Cip'q"" =(p+q) =1
=0 k=0

Demak, @ fazo, uning barcha gism to‘plamlaridan tashkil topgan 4
sistema va unda

P(4)=73 p()
w= 4

orqali kiritilgan ehtimol o‘lchovi ehtimollar fazosini aniglaydi. By
hosil bo‘lgan modelni tangani » marta tashlash jarayonini tasvirlay-
digan ehtimollik modeli deb atash mumbkin.

Endi k& marta “yutuq” chigishidan iborat

A, =100 = (u,uy,...,u )it + 1, +...+u, =k};k=0,1.....n
hodisani ko‘raylik. Yuqorida aytilganiga ko‘ra,

P (k)= P(4,)=Cp‘q"" ()

ekanligi kelib chiqadi. (8) formulaga Bernulli formulasi deyiladi.

1P, (k)
0.2
0.1
A_OA 2
2-shakl.
Ehtimollarning ( P(A,), P(A,),....P(A))) to‘plami ehtimollarning

(n hajmli tanlanmada yutuglar soni uchun) binomial tagsimoti
deyiladi. U k = np yaqinida maksimumga erishadi va & undan o‘ngga

yoki chapga chetlansa kamayadi. Agar p:% bo‘lsa, binomial tag-
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simot simmetrik, golgan hollarda esa nosimmetrik deyiladi (2-shaklda

n=15va p=— bo‘lgan nosimmetrik binomial tagsimotning grafigi
J

tasvirlangan).
Binomial tagsimot amaliy masalalarda ko‘p uchraydi. Masalan,

tekshirishdan o‘tgan sanoat mollarining soni, tanlamadagi qoni
ma’lum guruhga tegishli bo‘lgan odamlar soni va boshqalar shular
jumlasidandir. Binomial tagsimotning boshqa xossalari va unga doir
misollar 4-bobda keltirilgan.

2. Gipergeometrik taqsimot. Qarta targatish bilan bog‘liq
bo‘lgan masalaga e’tiborimizni qaratamiz, shu bilan birga bir marta
berilgan qarta qartalar dastasiga gaytarilmaydi deb faraz gilamiz. Bu
faraz ko‘pincha haqiqatga yaqin. Qartalar dastasida m ta qarta bor
bo‘lib, ulardan m, tasi gizil, qolgan m, tasi esa qora bo‘lsin. Qartalar
dastasidan » hajmli tartiblangan gaytarilmas tanlanma olamiz (m=7).
Olingan tanlanmada 4 ta qizil qarta bo‘lish ehtimoli nimaga teng?

Elementar hodisalar fazosi bu holda

Q={w:o=[u,u,,...u, i #u, ... 2u,u,=01,..m}

lagi 5-misolga qaralsin) ko‘rinishga ega. Har bir elementar
hodisaning ro‘y berishi teng imkoniyatli ekanligini hisobga olib,
hodisalar bir xil ehtimolga ega deb

barcha N(Q)=m"" ta elemeni:
faraz gilamiz.

A, craali tanlanmada k& ta qizil qarta bo‘lish hodisasini belgi-

laymiz. Agar garialarning faqat rangi va ularning uchrash tartibinigina
hisobga olsak, u holda tanlanmada & ta qizil va n—/ ta qora qarta
bo‘lish ehtimoli (6) tenglikka ko‘ra ™ - m,"™ /'), Agar endi
ranglarning uchrash tartibini hisobga olmay. faqat mos rangdagi qgar-
alarning umumiy soninigina hisobga olsak (k& ta qizil va n—/k ta
' ta turli tanlanmalar ichida 4 ta qizil qartani o‘z ichiga
ga teng. Shunday qilib,

~k -k
(k),,, (n=k) C C
1/\ IH| I)h my Ty
P (m,k)=P(4)=C = )
¢ k ) (6

m

. (n
qoraj, m
olganlarining soni GF




B

(P,(m,0), R,(m,l),,,_,}fl(m m)
bo‘lsa, bu ikkita ¢ ocet D0'lib, agar m soni 1 ga llle'il‘tan_]Ll.d alaty
i T 49simotlar bir-biridan uncha katta farq q1l1nayci_1.
mo Y0la uchraydigan ko'p hollarda m va n solishtirid
bo‘ladigan sonlardap iborat bco‘ladi p
tanla:h B 1 modelining giziqarli tatbiglaridan biri qayta'
ol i deb atalyycp; taftish o‘tkazish usulidan iborat. Buni
tLlshunFms_h uchun ushby ko*ldagi baliglar soni haqidagi masalaga
¢’tiboringizni qaratamjy,
Ko.lda " 1a baliq bor, Baliglar sonini aniglash uchun ko‘ldan
7 u,i ‘bahq tut.xb olinib (ular birinchi tanlanmani tashkil giladi), belgi
qo'yilib, ulami yana ko'lga go*yih yuboriladi. Tutib olingan baliglar
belgilanmagan baliglar bilan aralashib ketishi uchun biroz vaqt o‘t-
g'f‘dh yana i hajmli tanlanma olinadi. Agar ikkinchi tanlanmada har
bl'r be}gxlangan va belgilanmagan baliglarni tutib olishni teng imko-
niyatli del? faraz qilsak, u holda belgi qo*yilgan baliglarning soni k ga
teng bo'lish ehtimoli (9) formula orqali ifodalanadi. Agar m ning
qiymatini (9) ehtimoln; maksimallashtiradigan qilib tanlasak (bunday
usul bilan baholash matematik  statistikada haqigatga maksimal

o‘xshashlik wsuli nom; bilan tanish), u holda ko‘ldagi baliglar soni
uchun

) ehtimollar to‘plami gipergeometrik

L VI (10)
bah_om lolamlz. Agar ko‘ldagi belgi qo‘yilgan baliglar hissasini
ikkinchi tanlamadagi belgi qo*yilgan baliglar hissasiga teng desal, u
holda yana (10) bahoni olamiz. Bu esa mazkur bahoning ma’qul baho
ekanligini ko‘rsatadi.

6-8. Geometrik ehtimollar

Ehtimollik modellarining yana bir muhim sinfi geometrik
chtimollar deb ataluvchi sinfdir. @ n-o‘lchovli Evklid fazosming
chekli 7-0*Ichovli hajmga ega bo*lgan sohasi bo*Isin. £ ning hajmini
aniglash mumkin bo‘lgan har qanday qism to*plamiga hodisa deymiz.
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A4 orgali barcha hodisalar sinfini belgilaymiz. 4 hodisaning ehtimoli
deb ushbu

V(d4)
PD=7a (1D
nisbatni qabul gilamiz. Bu yerda V(A4) soni 4 to‘plamning n- o‘l-
chovli hajmi. (11) formula yordamida aniglangan P to‘plam funk-
siyasi ehtimol o‘Ichovining barcha aksiomalarini qanoatlantirishini
ko‘rish giyin emas.

(© 4,P) ehtimollar fazosi, bu yerda P-ehtimol o‘lchovi (11)
formula orqali aniglangan, © sohaga tavakkaliga (tasodifiy ravishda)
nugqta tashlash bilan bog‘liq bo‘lgan masalalar uchun model vazifasini
o‘taydi. Bu yerda Q elementar hodisalar fazosi kontinium quvvatga
ega bo‘lgani uchun klassik ta’rifdan foydalana olmaymiz. Nuqtaning
vaziyati Q sohada tekis tagsimlangan, ya'ni nuqtani 4 sohaga tushishi
bu sohaning » o‘lchovli hajmiga proporsional deb faraz qilinadi.

15-misol. 2¢ uzunlikka ega bo‘lgan kesmaga tavakkaliga nuqta
tashlanadi. Shu nugtadan kesmaning eng yaqin uchigacha bo‘lgan
masofa a/2 dan kichik bo‘lish ehtimoli topilsin.

Yechish. Umumiylikka zarar etkazmay, kesmaning uchlari 0 va
2a koordinatalarga ega deymiz. Tashlangan nuqtadan O nuqtagacha
bo‘lgan masofani x orqali belgilaymiz. U holda bizni giziqtirayotgan
hodisa x<a/2 yoki 2a—x<a/2 bo‘lganda va fagat shunda ro‘y
beradi

Talab qilingan ehtimol {a/ 2+ « /2)/2a=1/2 nisbatga teng

(3-shakiga qarang).

LI, LI
0 al2 a 3a/2 2a

3-shakl.

16-misel (Byuffon masalasi). Tekislikda bir-biridan 24 maso-
fada parallel to‘*g'ri chiziglar o‘tkazilgan va shu tekislikka uzunligi
2/(/ < a) bo‘lgan igna tavakkaliga tashlanadi. Ignaning to*g‘ri chizig-
lardan birortasini kesib o*tish ehtimoli topilsin.

Yechish. Ignaning o‘tqazilgan to‘g‘ri chiziglarga nisbatan
vaziyati uning o‘rtasidan unga eng yaqin turgan chiziggacha bo‘lgan
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x masofa hamda igna bilan to*g'ri chiziq orasidagi ¢ burchak orqali
ifodalanadi (5-shakl). 0<x<a va 0< <7 bo‘lgani uchun ignaning
barcha holatlari (ya'ni barcha elementar hodisalar) tomonlari 0 va =
bo*lgan to*g'ri to‘rtburchak nugtalari bilan aniqlanadi (4-shakl).

X
P
K=1lsinw 5\:
[0}
4-shakl, 5-shakl.

Ignaning parallel to‘g‘ri chiziq bilan kesishishi (4 hodisa)
uchun x</sing tengsizlikning bajarilishi zarur va yetarlidir. Izlana-
yotgan ehtimol, (11) formulaga ko‘ra, 4-shakldagi shtrixlangan soha-
ning yuzini to*g‘ri to‘rtburchak yuziga nisbatiga teng bo‘ladi, ya’ni

4 2l
P=P(A)=”—_[jlsm(pd(p=—a—_r.
AO U

Byuffon masalasi, snaryadning kattaligi va uning quvvatini
hisobga olish bilan bog‘liq bo‘lgan otishlar nazariyasining ba’zi
masalalarini hal etishda asosiy rol o‘ynaydi. Bundan tashqari, Byuffon
masalasi T sonining qiymatini tasodifiy tajribalar usulidan foydalanib

-
topishda ham ishlatiladi. Hagigatan ham, yechilgan masaladan 7 = L

Pa
formula hosil bo‘ladi. Ignani tashlash yordamida 7 ni aniglash uchun
yetarlicha ko‘p tajriba o'tqaziladi va mos 24 Chastota P = P(4)

n

chtimolga tenglashtiriladi (bu yerda n tajribalar soni, n(A) esa
ignaning parallel chiziglardan birini kesib tushgan hollar soni).

17-misol. Tomonlari a vab ga (h<a) teng bo‘lgan to‘g'ri
to rtburchakka tavakkaliga nugta tashlanadi. Tashlangan nuqtadan
to‘rtburchakning eng yaqin tomonigacha bo‘lgan masofa x dan katta
cmasligining ehtimoli topilsin.
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Yechish. Umumiylikka zarar keltirmay, to‘g‘ri to‘rtburchak-
ning uchi koordinatalar boshida va uning tomonlari koordinata o‘qlari
bo‘ylab yo‘nalgan deb faraz qilamiz (6-shaklga qarang):

e
I 2

1

b-x
HES | it b M(En)
x :
0 X £ ax a:z
6-shakl.

Tashlangan A/ nuqtaning koordinatalarini (£,77) deylik. Hisob-
lanayotgan ehtimol ushbu A4, = {(E,n):min{&,n,a—-&,b—n}<x}
hodisaning ehtimoliga teng.

As ={ En)min{En,a—E,b—n} > x}={Em)1x<E<a-xx<n<b—x]

tenglik o‘rinli. Demak, izlanayotgan ehtimol (11) formulaga ko‘ra 6-

shaklda shirixlangan sohaning yuzini, te*g‘ri to‘rtburchakning yuziga
: : 0 i : Seats S

nisbati shaklida ifodalanadi, ya’ni P(Av\,)=F(x)=T", bu yerda S,

soni A, sohaning yuzi, § = ab esa to'g‘ri to‘rtburchakning yuzi.

Agar x<0 bo'lsa, S =0 va x=b/2 bo‘lsa, S =S muno-
sabatlar o‘rinli ekanligini ko‘rish qiyin emas. Endi 0<x<b/2
bo‘lsin, u holda S, =S — (b~ 2x)(a—2x). Demak,

0, agar x<0,
F(x)=41-(1=2x/b)(1-2x/a),agar 0<x<b/2,

(1, agar x>b/2.



7-§. Shartli ehtimollar. Hodisalarning bog‘ligsizligi

Shartli ehtimolning ta’rifini kiritishdan oldin bir qancha

misollar ko‘ramiz.
18-misol. Oilada 2 ta farzand bor. O‘g‘il bola tug‘ilish ehtimo-

lini % deb olib, ushbu hodisalarning ehtimollari topilsin.

1°. Oiladagi har ikkala farzand o‘g‘il (4 hodisa).

2°_Qilada bitta farzand o‘gil ekanligi malum ( B hodisa). Oila-
da ikkinchi farzand ham o*g'il.

Yechish. Ikkita farzandli oilalarda bolalarni jinslari bo‘yicha
tagsimoti quyidagicha:

1) birinchi bola o‘g‘il, ikkinchisi ham o‘g‘il (0‘0");

2) birinchi bola o*g‘il, ikkinchisi qiz (0°q);

3) birinchi bola qiz, ikkinchisi o°gil (qo‘);

4) birinchi bola giz, ikkinchisi ham qiz (qq).

Demak, elementar hodisalar fazosi Q={0‘0‘,qo‘,qq} ko‘inishga
ega va bunda barcha elementar hodisalar teng chtimolli. Klassik

ta’rifga ko‘ra P(4)= i

2-holda biz qo‘himcha axborotga egamiz (B hodisa baja-
rilgan), ya'ni oilada bitta bola o‘g'il. Bu holda endi o‘o‘, o‘q, qo°
elementar hodisalar teng imkoniyatli, demak, izlanayotgan ehtimol

1
3 ga teng deyish tabiiy.

19-misol. Idishda m ta oq va n—m ta qora shar bor. Idishdan
ketma-ket 2 ta shar olingan.

1°. Olingan har ikkala shar oq (4 hodisa) ekanligining ehtimoli
topilsin.

2°. Agar birinchi olingan shar oq (B hodisa) ekanligi ma’lum
bo‘lsa, ikkinchisi ham oq shar ekanligining ehtimoli P(A/ B) topilsin.

Yechish. Ehtimolning klassik ta’rifidan P(A) = HWL_IL’ ckanligi
n(n-1)

kelib chigadi. Ikkinchi holda, birinchi olingan shar oq bo‘lgani uchun.
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ikkinchi tanlashdan oldin idishda 7 —1 ta shar qolgan va ulardan 7 —1
m—1

tasi oq, demak P(A/8)~ i
Ehtimol klassik usul bilan kiritilgan holda 4, B, A/ B va AB

hodisalarning ehtimollari mos ravishda
_ N4, N ( 43) N(B) .
Al NQ)’ )= PB) =0y NE©Q)’
= N(A/B) 1 P(AB)
N(B) P(B)
ekanligi ravshan. Bu oxirgi tenglik shartli ehtimolga umumiy ta’rif

berish imkonini beradi.
5-ta’rif. (2.4 P) ehtimollar fazosi berilgan va A, Be 4;

P(B)>0 bo‘lsin. A hodisaning B hodisa ro‘y bergandagi shartli

ehtimoli deb ushbu

s T P(AB) 5
Py(A)=P(4/B)= B (12)
nisbatga aytiladi.
(12) nisbatni
P(AB) = P(B)P, () (13)

shaklda qayta yozib, ko‘paytirish formulasi deb ataluvchi tenglikni
hosil qilamiz. (13) tenglikdan, induksiyaga ko‘ra, hodisalarning
ixtiyoriy ko‘paytmasining ehtimolini topishga doir ushbu formula
kelib chigadi.

Agar A.A,, ..., 4, hodisalar uchun P(44,...4,_ )>0 bo‘lsa, u

holda
P(A4A,...A,)= P(4 )/’,I (Aa)P‘l l,(A;) ll s (4,). (14)

20-misol. 3 ta tuz, 4 ta qirol va 2 ta valetdan iborat bo‘lgan
qartalar dastasidan ikki o‘yinchi galma-gal tavakkaliga (bittadan)
qarta olishadi. Qay si o‘yinchi birinchi bo‘lib dastadan tuz olsa, Shu
o‘yinchi o‘yinni yutgan hisoblanadi. Agar valet chigsa o‘yin durang
bo‘ladi. Olingan qartalar dastaga qaytib qo‘yilmaydi. Birinchi
o‘yinchining yutish ehtimoli topilsin.
Yechish. Ehtimoli izlanayotgan hodisani A orqali belgilaymiz.
| holda 4 hodisa A={1. qqt, qqqqt} ko‘rinishga ega. Bu yerda “t” —
birinchi o‘yinchiga tuz chigganini, “qqt” - birinchi va ikkinchi
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O‘Yil.mhiga qirol chiggandan so‘ng birinchi o"yinchiga tuz.chiqqal?ini
Va~n¥h0yat "qqqqt” — birinchi va ikkinchi o°yinchilarga ikkltgdan qlrgl
Ch,lc.l]b’ s0'ng birinchi o'yinchiga tuz chiqqanini bildiradi. K]_assxk
ta'rifga va shartli ehtimolning ta’rifiga ko'ra quyidagilarni topamiz:
P(q)=4/9,P()=3/9,F,(q)=3/8, B, ()=3/7,
P.(q)=2/7,P,(q)=1/6,F,,(1) =3/5.

Topilgan ehtimollarni yugoridagi (14) formulaga qo‘ysak
P(qqt)= P(q)P,(q)P,(1)=4/9-3/8:3/7=1/14,

49
P(‘I‘]qqf):P((I)P,,(q)qu(q)Rm(q)P:W,(I)=4/9- 3/8-2/7-1/6-3/5=1/210

tenglik hosil bo*ladi. Demak

P(4)= P(t)+ P(qqt) + P(qqqqt) =1/3+1/14+1/210=43/105
ekan.

2-teorema. Agar Be A — fiksirlangan hodisa bo‘lsa, u holda
P;(4) shartli ehtimol, Ae 4 hodisaning P, funksiyasi sifatida yangi
(£2,2, P,) ehtimollar fazosini aniqlaydi.

Isboti. Teoremani isbotlash uchun P, ning (£2.4) o‘lchovli
fazoda aniglangan ehtimol o‘lchovi ekanligiga ishonch hosil qili-
shimiz, ya'ni P, uchun K1, K2, K3 aksiomalar o‘rinli ekanligini
ko‘rsatamiz, Hagiqatdan ham, (12) formuladan

P,(A4)20 va Py(Q)= P,‘,ﬁf)’ = j((f,’) =
munosabatlarning o‘rinli ekanligi kelib chiqadi. Agar A, 4,
birgalikda bo‘lmagan hodisalar bolsa (4,- 4, =@), u holda AB va
A,B hodisalar ham birgalikda emas. Demak,

P(AB+4,B)  P(MB)+P(AB)  P(AB) P(AB)

P A +A = 1 = = ! = — -+ —

slA+4) P(B) P(B) PB)y . P(B)
=P,(4)+ ]’“(/1z I

ya’ni Py chekli additiv.
A, 4,,... 4,,... hodisalar ketma-ketligi 4, <4, n=172

" §ibyses V&
1

ﬂAh:@ (ya’'ni A”ifg) shartlarni ganoatlantirsin. U holda |B4, |

=l
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ketma-ketlik uchun ham B4, , < BA, va ﬂBA"=® munosabatlar

n=l

o‘rinli bo‘ladi va P ning nolda uzluksizligiga ko‘ra

. e P(BAN G S
lim Py(d,)= lim ==

Bundan 3-§ dagi 1-teoremaga asosan P, uchun K3 aksiomaning
o‘rinli ekanligi kelib chigadi.

Demak, P, funksiya (2,4) o‘lchovli fazoda aniglangan ehtimol
o0‘Ichovi ekan. 7

Hodisalarning bog‘ligsizligi. Hodisalarning bog‘ligsizligi ehti-
mollar nazariyasining asosiy tushunchalaridan biri hisoblanadi. Bu
xossa ehtimollar nazariyasini o‘lchovli fazolarning umumiy nazariya-
sidan ajratib turadigan o‘ziga xos xususiyatini aniglab beradi.

Agar P(A4/B)=P(A4) tenglik bajarilsa, u holda 4 hodisa B
hodisaga bog‘lig emas deyish tabiiydir. Agar P(4)> 0 bo‘lsa, u holda
P(B/ 4) shartli ehtimol mavjud va ko‘paytirish teoremasiga ko‘ra
P(BIA) = P(4B) _ P(B){’(A/B) - P(B)

P(A) P(A)
Demak, 4 hodisaning B ga bog'ligsizligidan B hodisaning ham
A ga bog‘ligsizligi kelib chiqadi, ya’ni 4 va B hodisalarning
bog ligsizligi simmetriklik xususiyatiga ega ekan.

Agar A va B hodisalar bog‘ligsiz bo‘lsa, u holda
P(AB) = P(A4)P(B) tenglik o‘rinli va bu tenglik 4 va B hodisalarning
ehtimollari nol bo‘lganida ham ma’noga ega. Natijada biz ushbu
ta’rifga kelamiz.

6-ta’rif. Agar

P(AB)= P(A)P(B)

tenglik o'rinli bo*lsa A va B hodisalar bog‘ligsiz deyiladi.

21-misol. Tajriba simmetrik tangani 2 marta tashlashdan iborat.
A orqali birinchi tashlanganda gerb chiqish hodisasini, B orqali esa
tanga ikkinchi marta tashlanganda gerb chigish hodisasini
belgilaymiz. U holda elementar hodisalar maydoni Q={gg,er,rgr},
A={gg.grl va B={ggrg} to‘plamlardan iborat bo‘ladi. Agar elementar
hodisalarning har biri 1/4 ehtimolga ega ekanligini hisobga olsak, u
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holda P(4)=1/2,P(B)=1/2,P(AB)=1/4 bo‘ladi.  Demak,
P(AB)= P(A)P(B) va A,B hodisalar bog'ligsiz.

T-ta’rif. A, 4,.....4, hodisalar berilgan bo‘lsin. Agar ixtiyoriy
1<i <i,<..<i, <m; 2<k<n sonlar uchun

P(A A, .4,)=P(4)P(4,)..P(4,)

tengliklar o‘rinli bo‘lsa, u holda A, 4,,..,4, birgalikda bog‘ligsiz
hodisalar deyiladi.
T-ta’rifdan 4,.4,.....4

n?

birgalikda bog‘ligsiz hodisalar bo‘lsa, u
holda ularning ixtiyoriy gism to‘plamidagi 4.4, ,...4, hodisalar

ham birgalikda bog‘ligsiz ekanligi kelib chigadi. Ushbu misol hodisa-
larning birgalikda bog‘ligsizligi ularning juft-jufti bilan bog'ligsiz-
ligiga nisbatan kuchliroq shart ekanligini ko‘rsatadi.

22-misol. Tajriba simmetrik tangani 2 marta tashlashdan iborat
bo‘lsin (20-misolga qarang). A4 :{ gg.gr}. B :{gg,rg} va
C={gg,rr} - tanga ikki marta tashlaganda ikki marta bir xil tomon

tushish hodisasini belgilaymiz. Agar barcha elementar hodisalar bir xil
ehtimolga ega bo‘lsa, u holda

P =L, PB)=1, P(C)=L; PeaB)=P(4C)=P(BC)=

1
e

] —

ammo P(ABC)=%¢%=P(A)P(B)P(C), ya'ni A,B,C hodisalar jufi-
Jufti bilan bogligsiz, lekin ular birgalikda bog*ligsiz emas.

Ehtimollar nazariyasida ko‘pincha bog‘ligsiz hodisalar bilan
birga hodisalar sinflarining bog‘ligsizligini ham garashga to‘g‘ri
keladi.

8-ta’rif. A /.... 4, hodisalarning algebralari (c-algebralari)
berilgan bo‘lsin. Agar barcha { A€ 4,.i=1,2,...n} hodisalar uchun
P(A4,.4))= P(4)P(4,)..P(4,) tenglik o'rinli bo‘lsa. u lolda
A Ay algebralar (o-algebralar) birgalikda bog ligsiz deyiladi.



8-§. To‘la ehtimollik formulasi. Bayes formulasi

A, 4,,....A, juft-jufti bilan birgalikda bo‘lmagan va musbat

>“n

ehtimollarga ega bo‘lgan hodisalar bo‘lsin. Agar B c UA‘, bo‘lsa, u
J=i

holda
P(B)=2P(A/)P(B/Aj) (15)

j=1
formula o‘rinli. (15) formulaga to‘la ehtimollik formulasi deyiladi.
(15) formulani isbotlash uchun B= 4B+ A,B+...+ 4 B teng-

likka murojaat qilamiz. Bu yerda 4B, 4.B....,4,B juft-jufti bilan bir-
galikda bo‘lmagan hodisalar ekanligi ravshan. Demak,

P(B)=)" P(BA,).
J=1
Bu tenglikning P(84,) qo‘shiluvchilariga ko‘paytirish formulasini
qo‘llab. to’la ehtimollik formulasini hosil gilamiz.

To'la ehtimollik formulasi, murakkab hodisalarning ehtimol-
larini shartli chtimollarni qo‘llab topishda asosiy vosita vazifasini
bajaradi.
Ehtimolning o-additivlik xossasidan foydalanib, (15) formulani
4, A5,... — sanoqli, juft-jufti bilan birgalikda bo‘lmagan hodisalar

4,4
uchun umumlashtirish mumkin.

23-misol. Birinchi idishda 2 ta oq va 3 ta qora, ikkinchisida esa
| ta oq va 4 ta qora shar bor. Birinchi idishdan tavakkaliga 2 ta shar
olib ikkinchisiga solingandan so‘ng ikkinchi idishdan tavakkaliga
olingan shar oq shar ekanligi ehtimoli topilsin.

Yechish. 4,4, va A; lar orqali birinchi idishdan ikkinchisiga
olib qo‘yilgan sharlarning mos ravishda har ikkalasi ham og, har
ikkalasi qora va turli rangda bo‘lish hodisalarini, B orqali esa ikkinchi
idishdan olingan shar oq shar bo‘lish hodisasini belgilaymiz. U holda
chtimolning klassik ta’rifiga ko‘ra

4
o
0
G

(;2
2(A4,) = — WA= —-=r A)=—=—F=—=—,
P(4) : , P(4,) 3 , P(43) 2 BT



:
P(B/A,):%, P(B/Az):%, P(B/ 4) =

tengliklar o‘rinli bo‘ladi. Izlanayotgan hodisaning ehtimoli, to‘la
chtimollik formulasiga ko‘ra, quyidagicha bo‘ladi:

P(B)=P(4)P(B! A4)+P(4,)P(B/ A,)+ P(4,)P(B/ 4,)=
T e =61 6

R e —
it g 10 7 35
Ko*paytirish formulasidan ushbu
P(B)P(A4, | By=P(BA,)=P(4,)P(B/ A,).k=1,...n,

tenglikning o°rinli ekanligi kelib chiqadi. Bundan to‘la ehtimollik
formulasiga tayanib topamiz:

P(Ak/B)=P(Ak)P(B/Ak): P(A)P(B/ 4;.)

=152 & (16)
P(B)

§1P(AJ-)P(B/A,-)
s

(16) formulaga Bayes formulasi deyiladi. Bayes formulasi
matematik statistikada keng qo‘llaniladi. Statistik qo‘llanishiarda

4,...., 4, hodisalarni ko*pincha “gipotezalar”, P(A4,) chtimolni 4,

gipotezaning aprior (tajribagacha) ehtimoli P(4, / B) shartli chti-
molni esa uning aposterior (tajribadan so‘nggi) ehtimoli deb ata-
shadi.

24-misol. Shifokor bemorni tekshirib ko‘rganda uning 4. 4,, 4,
kasalliklarning biri bilan og‘riganligini gumon gqildi. Ularning
ehtimollari ma’lum shartlar ostida mos ravishda quyidagilarga teng:
P(4)=1/2, P(4,)=1/6, P(4,)=1/3. Shifokor kasallikning tashxisini
aniglash uchun, agar bemor A, kasallik bilan og‘rigan bo‘lsa, 0.1
chtimol bilan, 4, kasallik bilan og‘rigan bo*lsa, 0,2 ¢htimol bilan va
A, kasallik bilan og'rigan bo‘lsa, 0,9 chtimol bilan jjobiy natija
beradigan tahlil belgiladi. Jami besh marta tahlil o‘tkazilib, ulardan
torttasi jjobiy va bittasi esa salbiy natija berdi. Tahlil o*tkazilgach har
bir kasallikning ehtimollari hisoblansin.

Yechish. B orqali beshta tahlildan to‘rttasi ijobiy va bittasi
salbiy natija berish hodisasini belgilaymiz. Bemor A kasallik bilan
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og'rigan holda (ya’ni 4, gipotezasi bajarilsa) B hodisaning ro‘y
berish ehtimoli Bernulli formulasiga ko‘ra
P(B/ 4)=C:(0,1)*- 0,9 =5-0,00009 = 0,00045.
Xuddi shu kabi 4, va 4, gipotezalar uchun bu ehtimolliklar
mos ravishda
P(B/ 4,)=Ci(0.2)*- 0,8=5-0,00128 = 0,0064
va
P(B/ 4,)=Ci(0,9)*- 0.1=5-0,06561=10,32805
bo‘ladi.
Shunday qilib, Bayes formulasiga ko‘ra, tahlillar o‘tkazilgach,
4, kasallik bilan og‘riganlik ehtimoli
1/2:0,00009

P(4,/B)=— ~ 0,002,
1/2:0,00009+1/6-0.00128+1/3-0,06561
4, kasallik bilan og‘riganlik ehtimoli
7 /6-0,0012
P(4,/B) = 160 J0ig ~0,01
W 1/2-0,00009+1/6- 0,00128+1/3- 0,06561
va A, kasallik bilan og‘riganlik ehtimoli
/3- 0,065
P(A; | B)= BN ~ 0,988

/2-0.00009+1/6- 0.00128+1/3- 0,06561
ekanligini topamiz.
Bu hisoblashlarni nazards tutib, shifokor bemor A; kasallik

bilan og‘rigan deb tashxiz qo‘yishi tabiiydir.
9-§. Bog‘liq bo‘lmagan tajribalar ketma-Kketligi

Tajriba deb, biz natijasi tasodifiy hodisalardan iborat ekspe-
rimentni {ushunamiz. Biz qabul gilgan aksiomatikada tajriba qan-
daydir ehtimollar fazosidan iborat. Bir xil tajriba n marta ketma-ket
o*tkazilayotgan bo*lsin va har bir tajribaning natijasi N ta elementar
hodisalardan iborat bo‘lsin. Umumiylikka zarar keltirmay, ularni
0.1....N —1 sonlaridan iborat deyishimiz mumkin. Elementar hodi-
salar fazosi bu holda diskret fazo bo‘lib, ushbu ko*rinishga ega

Q=100 = (0),05,....00,);Of =0,1,...,.N-Lk=12,..,n}

~
i)

(9%



0=(0,0;,...0,) elementar hodisa ®;;k=12,...,n simvolni biz k
nomerli tajribada ®, hodisa ro‘y berdi deb talqin gilamiz.
Har bir oe Q elementar hodisaga
P©)= p(©1,6),:50,) = Py Poy " Pay, (17)
ehtimolni mos qo‘yamiz, bu yerda manfiy bo‘lmagan py.p;..... py_
sonlar quyidagi shartni qanoatlantirsin:

N-1
¥ =t (18)
i=0

(17) tenglik orqali berilgan p(®) sonlar (Q,M(Q2)) o‘lchovli fazoda

ehtimol o‘lchovini kiritishi uchun (5) munosabatning o‘rinli

ekanligini, p(®@)>0 bo‘lgani sababli > p(w)=1 ekanligini kor-
(01=10)

satish kifoya. Haqiqatdan ham, (17), (18) tengliklarga ko‘ra,

2 plo)= %_P("’Mﬂz ~~~~~ ©,)=

0=Q 01;02:..:0,=0.N
N n_ N=1
S e Dol )] ), Po, =L
01502550, =0,N i=1w;=0
Demak, 2 fazo, uning barcha gism to‘plamlaridan tashkil topgan 4 o-
algebra va unda
P(A4)= ) p(o) (19)
we A

foqnula orqali kiritilgan ehtimol o‘lchovi ehtimollik modelini
aniglaydi. (18) tenglikdagi p; sonlar alohida olingan (fiksirlangan)
tajribada i-natijaning ro‘y berish ehtimolidan iborat. Hagigatan ham,
agar Ak(i)z{m; o =i} bo‘lsa, u holda (19) tenglikka ko‘ra

PA@D)= Y pl0,0y,..0,...,0,) =

0 Ay (i)
N-1 N-1 N-1 N-1

N-1
Z e Z p(')l"'ptvl,_,lplpnl_”"'I)vr)”
=0 0p1=00p=00;=0 ©,=0

=p;.
Faraz qilaylik, Q, k-tajribaning elementar hodisalar fazosi
A= M), B esa (Q .4,) olchovli fazoda Pos Pyses Py Sonlar
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yordamida kiritilgan ehtimol o‘lchovi bo‘lsin. U holda (Q;.4.7)
ehtimollar fazosini k-tajribaning matematik modeli va (Q,.4,,P),
(Q,.4,,P). ..., (Q,.4,,P,) ketma-ketlikni esa tajribalar ketma-
ketligining modeli deb atash mumkin.

I BOBGA DOIR MASALALAR

1. U,N amallarning quyidagi xossalari isbotlansin:

1) AUB=BU4; AN B=B() A (kommutativlik);

2) (AUB)UC=4UBUOC).(ANB)NC=A4N(BNC)
(assotsiativlik):

3) ANBUC)=(4ANB)UANC),

AUBNC)=(4UB)N(4ANC) (distributivlik);

4) AlUA=A,AN A= A (idempotentlik);

5) AUB = ANB (ikkilamchilik prinsipi).
2. Q—ixtiyoriy to‘plam, A4,4.4,,..vaB,B.B,,.—Q ning
gism to‘plamlari bo*lsin. Simmetrik ayirma quyidagi xossalarga cga
ekanligi ko‘rsatilsin:
I (
a) AAB= AN B; > AALL B, ng(AAB”);

\ nzl

/ / \
\ / /

, r\,)vﬂl;h ‘Qﬂ_.mB,,; o) | [ J4, JALUB,, ]g J4,48,):
y nzl \ n2l =l / nzl
) | N4 ]\1 N3, j(;; UJ4,48,).
\ nzl \ 2t / nzl

3.4 va B hodisalar birgalikda  bajarilishi  uchun,
A+ B.A+B. A+ B hodisalarning ko‘paytmasi bo‘sh bo‘lmasligi
zarur va yetarli ekanligi isbotlansin.

4. Idishda k& ta oq va [ ta qora shar bor. Idishdan tavakkaliga
bitta shar olib chetga qo‘yiladi. U og shar ekan. So‘ngra idishdan yana
bitta shar olinadi. Bu olingan shar ham oq shar bo‘lish ehtinmoli
topilsin.
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5. 11 ta elementdan iborat to‘plam berilgan. Undan tavakkaliga
bo‘sh bo‘lmagan gism to‘plam tanlanadi. Tanlangan gism to‘plamdagi
elementlar soni juft bo*lish ehtimolini toping.

6. Ehtimol tushunchasidan foydalanib, quyidagi ayniyatlar
isbotlansin:

n n 2
Y YEG=25 2 SIC) =Ch
k=0 k=0

n-

3D (in C,If, =C)_.m=n-1;
k=0

mn
4) Y k(k=1DCE =m(m-1)2""2,m>2.
k=0

7. Ikkita 4 va B talabalar quyidagi o‘yinni o‘ynashadi. Bi-
rinchi gadamda A4 talaba uchta nomerlangan kubning oltitadan yog-
lariga 1 dan 18 gacha bo‘lgan sonlamni xohlagan tartibda joylashtirib
chigadi. Ikkinchi gadamda B talaba nomerlangan kublarini yaxshilab
o‘rganib chiqib, ulardan birini tanlaydi. Uchinchi qadamda A talaba
qolgan kublardan birini tanlaydi. So‘ngra har qaysi o‘yinchi o‘zidagi
nomerlangan kubni tashlaydi va katta ochko tushgan talaba o‘yinni
yutadi. Bunday o‘yin qaysi talaba uchun foydaliroq?

8. Tavakkaliga tanlangan butun musbat son tub son bo‘lish
ehtimoli topilsin.

9. o —algebra tashkil etmaydigan hodisalar algebrasiga misol
keltiring.

10. ©—sanogqli to‘plam va 4 uning barcha gism to‘plamlaridan
tashkil topgan o-algebra bo‘lsin. Agar 4 chekli bo‘lsa, u(A4)=0 va
agar 4 cheksiz bolsa pt(4)= deylik. u() to‘plam funksiyasi chekli
additiv, ammo sanoqli additiv emasligi ko‘rsatilsin.

I1. Har bir n=1 da 4, 4,..., 4, hodisalar ko‘paytmasi uchun
ushbu

PLﬂA, ]ZZI’(AI-)—-(H—- 1)
i=l T d=]
tengsizlik isbotlansin,

12. P(A/B)+ P(A1 B)=1,P(A4/B)+ P(A/B)=1 tengliklar,
umuman olganda, noto*g'ri ekanligini ko‘rsatuvchi misollar keltiring.
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13. A4,.4,,...4, bog'ligsiz hodisalar va P(4)<1i=12,..n
bo‘lsin. U holda shunday B hodisaning mavjudligini ko’rsatingki,
P(B) >0 bo'‘lib, ixtiyoriy 1<i<n uchun B 4, =@ bo‘lsin.

14. » ta shar » ta yacheykaga tasodifiy ravishda joylashtiril-
gan. Aynan ikkita yacheykaning bo*sh bo‘lish ehtimoli p, topilsin.

15. Tanga n marta tashlanadi. Har bir tajribada “gerb” chigish
ehtimoli p, raqam chiqish ehtimoli esa g. w(n) orqali chigqan
gerblar soni tog bolish ehtimolini belgilaylik. 7 (n) topilsin.

16. Ixtiyoriy uchta 4,B,C hodisalar uchun

|P(AB)— P(AC)|< P(BAC)
tengsizlik o°rinli ekanligi isbotlansin.

17. A hodisa o°zi bilan bog'ligsiz bo‘lsa, uning ehtimoli 0 yoki
1 ekanligi isbotlansin.

18. 4 va B bog'ligsiz hodisalar bo‘lsin. Bu hodisalarning
ehtimollari orgali quyidagi hodisalarning ehtimollari hisoblansin.

a) A va B hodisalardan & tasiro‘y beradi;

b) 4 va B hodisalardan eng ko*pi bilan £ tasi ro‘y beradi;

¢) 4 va B hodisalardan eng kamida k& tasi ro‘y beradi,
(0£k<2).

19. A4,B,,B, hodisalar berilgan. 4 va B, hamda 4 va B,
hodisalar bog‘ligsiz bo‘lsa, w o212 4 va B, U B, hodisalar bog‘liqsi;
bo‘lichi uchun 4 va B, B, hodisalarning bog‘ligsiz bo‘lishi zarur va
yetarli ckanligi isbotlansin.

; 20. 4 va B bog'ligsiz hodisalar va P(A+B)=1 bo‘lsin. U
holda yoki A4 yoki B hodisaning ehtimoli 1 ga teng ekanligi

ko‘rsatilsin.
TEST SAVOLLARI

1. A hodisa qganday bo‘lganda 4U A = A tenglik o‘rinli bo‘ladi?
A A= B.A=Q C. A=Q\A D.Hech qachon.
2. A va B hodisalar qganday bo‘lganda (4UB)\B =4 tenglik

e A

o‘rinli?
AR =) B. A= C.AB=@ D. Hardoim.
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3. Quyidagi 1fodani soddalashtiring: (4+ B)(A4 + B).

A.4+B B.B C.9 D. 4.

4. Quyidagi ifodani soddalashtiring: (4 + B)(4+ B).
A. @ B. 4 C..B D. Q.

5. Agar A B bo‘lsa, AB nimaga teng?

A B B. 4 C.B-4 D. A-B.
6. Ac B bo'lsa, ABC ifodani soddalashtiring.

A. B B. BC €. A4 D. AC.

7. Qanday shart bajarilganda A+ B; A+ B; A+ B hodisalar
birgalikda bo‘ladi?

A A#@ B.AB=Q C. AB#QO D. B#dJ. _

8. Idishda 3 ta oq va 7 ta qora shar bor. Idishdan tavakkaliga
olingan shar oq shar bo*lish ehtimoli topilsin.

A. N5 B0 C. 1/15 D08

9. 36 talik qartalar dastasidan tavakkaliga ikkita garta olingan.
Ularning har ikkalasi ham tuz bo‘lish ehtimolini toping.

A. 1/81 BA1/105 == 1/9 D. 0.

10. Tavakkaliga tanlangan ikkita raqamlar ichida 0 raqami yo'q
bo“lish ehtimoli topilsin.

A.08 B. 0.9 C. 0,81 D. 0,99.

11. Tavaldaliga tanlangan ikkita raqamlar ichida 0 raqami yoki 1
ragami yo*q bo‘lish ehtimoli topilsin.

A. 0,99 B. 0.64 C. 0,98 D. 0.81.

12. 6 ta oq va 8 ta qora shar solingan idishdan tavakkaliga ikkita
shar olingan. Ikkala shar ham bir xil rangli bo*lish ehtimolini toping.

A 4/7 Ba25/49. C, 3/7 D. 43/91.

13. Uchta simmetrik tanga bir vaqtda tashlanganda ikki marta
gerb chigish chtimoli ganday?

A.3/4 B. 12 C.3/8 D. 5/8.
14. Agar P(4)=0.6; P(A+ B)=0,8 bo‘lsa P(AB) hisoblansin.
A.02 BEOBISSSGR0 A8 " DI04,

15. 4 va B hodisalar bog'ligsiz bo‘lib, P(4)=0,6: P(B)=0,5
bo‘lsa, P(4+ B) hisoblansin.

A. 0,6 B. 0.5 03 D. 0,8.
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16. Agar 4 va B birgalikda bo‘lmagan hodisalar bo‘lsa, to‘g‘ri
tenglikni ko‘rsating.

A.A-B=@ B. A+B=0Q C. AcB D.AB=OQ

17. Agar A va B birgalikda bo‘lmagan hodisalar bo‘lsa va
P(A)= p;; P(B)= p, bo‘lsa, P(A+ B) hisoblansin.

A. p, B. p+p,—pp; C.p+p IB). 7ol

18. Agar P(A)=1/4; P(B)=2/3 va P(A+B)=5/6 bo‘lsa,
P(AB) hisoblansin.

A.7/12 B. 1/6 C. /12 D. 12/15.

19. {(x,»;0<x,y<1} kvadratga tasodifan nugqta tashlangan.
Ushbu 4 ={(x,y);x<1/2}, B={(x,y);»=1/2} hodisalar uchun ush-
bu tasdiglarning qaysinisi o‘rinli?

A. A va B hodisalar bog'liqli

B. A va B hodisalar birgalikda emas

C. A va B hodisalar bog'ligsiz

D. A va B ixtiyoriy hodisalar.

20.41,2,3;4,5,6,78.9; 10} to‘plamdan 3 ta ketma-ket (qaytaril-
mas) tanlovdan iborat bo‘lgan tasodifiy tajribaga mos kelgan Q-ele-
mentar hodisalar fazosining elementlar soni topilsin.

A. 720 B. 1000 C. 30 D. 60.

D10 .23, 4, 5,0, 89311 ; o‘plamdan 3 ta ketma-ket (qaytari-
Juvchan) tanlovdan iborat bo‘lgan tasodifiy tajribaga mos kelgan Q-
clementar hodisalar fazosining elementlari soni topilsin.

A. 30 B. 720 C. 60 D. 1000.



II BOB. TASODIFIY MIQDORLAR VA TAQSIMOT
FUNKSIYALARI

1-bobda biz (2, 4,R) ehtimollar fazosini aksiomatik qurib, ba’zi
eng sodda chtimollik modellarni muhokama qildik. Ammo ehtimol.Iar
nazariyasi faqat tasodifiy hodisalar va ulaming ehtimollarini topish
bilangina chegaralanib qolganda edi, u bunday yuksalishga va
amaliyotda bu gadar keng tatbiq doirasiga ega bo‘lmagan bo‘lar e_di.
Ehtimollar nazariyasining boshlang‘ich davriga qaytib qimor o°yin-
larida o*yinchilarni o yinning tasodifiy oqibatigina emas, balki u bilan
bog‘liq bo‘lgan yutuq yoki yutqazish, ya'ni shu oqibatga mos qo‘yil-
gan son qiymat giziqtirishini eslaylik. Bunday son qiymatni tasodifiy
miqdor deb atash tabiiy. Bu bobda biz shu tasodifiy miqdor tushun-
chasini o‘rganamiz.

1-§. Tasodifiy migdorlar

Ehtimollar nazariyasining asosiy tushunchalaridan biri tasodifiy
miqdor tushunchasidir. Tasodifty miqdor tasodifga bog‘liq holda u
yoki bu son giymatlarni gabul qiluvchi migdordir. Masalan, tavak-
kaliga olingan n ta mahsulotlar ichidagi yarogsiziarining soni. » ta
0°q uzilganida nishonga tekkan o‘qlar soni, asbobning beto*xtov ish-
lash vaqti va hokazolar tasodifiy miqdorlarga misol bo‘la oladi. &
tasodifly miqdor, tajribaning har bir mumkin bo‘lgan ogibatiga mos
qo‘yilgan sondan iborat. Tajriba natijalarining to*plami elementar ho-
disalar bilan ta’riflangani tufayli tasodifiy miqdorga € clementar ho-
disalar fazosining & =c_f(u)) funksiyasi sifatida qarash mumkin. Taso-
difiy miqdorning ta’rifini keltirishdan avval bir gancha misollar ko‘ramiz.

I-misol. Tajriba tangani 2 marta tashlashdan iborat. Elementar
hodisalar maydoni
Q={gg, grrgrr}
ko‘rinishga ega. & — gerb chigishlar soni bo‘lsin. £ ning giymati ele-
mentar hodisalarning & =& (@) funksiyasidan iborat. “(») funksiya-

ning qiymatlari jadvali ushbu ko*rinishea eoa:
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o | g

E(w): | 22§+ il T S0

2-misol. Tanga birinchi bor gerb chiqqunicha tashlansin. Bu
holda
Q={g, 18,118, 11Tg,...TIT..8,...} = {0}, Dy.0rs @50 } -
& — tanga tashlashlar soni bo‘Isin. U holda & elementar hodisalarning
funksiyasi bo'lib, agar @ =@, (n=1,2,...) bo'lsa, £(@)=n bo‘ladi.
3-misol. Radiusi R ga teng bo‘lgan doiraviy tekis ekranda
tasodifiy ravishda zarracha paydo bo‘lish hodisasi kuzatilayotgan

bo‘lsin. & orqali zarrachadan ekran markazigacha bo‘lgan masofani

belgilaylik. Bu holda Q = {w;0 = (x,); .vu'z-m'2 < R} - to‘plamdan ibo-
rat bo‘ladi. & elementar hodisalarning funksiyasi bo‘lib, &(@)=x"+ "
tenglik o*rinli.

Yuqorida ko‘rilgan misollar tasodifiy miqdorni elementar
hodisalar fazosining funksiyasidan iborat deb izohlash mumkin
ekanligini ko‘rsatadi. Ammo € da aniglangan ixtiyoriy funksiyani
tasodifiy miqdor deb qarash mumkin emas. Amaliyotda ko‘pincha
&(w) tasodifiy migdorning giymati u yoki bu to‘plamga tegishli
bo‘lish ehtimoli nimaga teng degan savolga javob berishga to‘g'ri
keladi. Demak, sonlar o‘qidagi yetarlicha keng {B} to‘plamlar sinfi
uchun biz {w:&(w)e B} to‘plam hodisalarning A o -algebrasiga
tegishli bo‘lishiga va demak, P({®:&(@)e B}) ehtimolni hisoblash
mumkin ekanligiga ishonch hosil gilishimiz kerak.

1-ta’rif. (€2, 4,P) — ehtimollar fazosi va & =«§(w) —Q da aniqg-
Jangan sonli funksiya bo‘lsin. Agar har qanday haqiqiy x uchun

;¢ ()< xje A (1)

munosabat o‘rinli bo‘lsa, u holda bunday §=§(a)) funksiyaga
tasodifiy miqdor deyiladi.
Funksional analiz kursidan ma’lumki, (1) shartni qanoatlan-
tiruvchi, € da aniglangan & =&(®) funksiyaga 4 o -algebraga nisba-
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tan o‘lchovli funksiya deyiladi. Shunday qilib, (2, 4,P) fazodagi taso-
difiy miqdor 4 & -algebraga nisbatan o‘Ichovli funksiyadan iborat ekan.
2-ta’rif. Ixtiyoriy xe R son uchun aniqlangan

F(x)=F(x)=P({£ <x})
funksiyaga & tasodifiy miqdorning tagsimot funksiyasi deyiladi.
Tasodifiy miqdorning yana bir eng sodda misoli sifatida 4 4
hodisaning /(o) indikaterini garash mumkin;

[1,agaroe 4,

Ii=1,(0)=

a=14@) iO,agarme& A.
‘@. x<0,

w:é(0)<x}={4, 0<x<l, )
\Q, x>1,
L

munosabatdan /,(w) funksiyaning tasodifiy miqdor ekanligi kelib
chigadi. Uning taqsimot funksiyasi (2) munosabatga ko‘ra

{0, %<0

J

F(x)=1P(4), 0<x<],

1, x2l,
\
ko‘rinishga ega.

Endi Ae ALANA =0, i+#], ZA, =0) bo‘lsin, u holda
i=1

E(w)= le/,(m) xR (3)

ko‘rinishda ifodalangan tasodlﬁy migdorga diskret tasodifiy migdor
deyiladi. Agar (3) yig'indi chekli bo‘lsa, u holda bunday tasodifiy
miqdorga sodda (yoki elementar) tasodifiy miqdor deyiladi.

(3) tenglikdan diskret tasodifiy miqdor fagat x;.x,,... giy-
matlarnigina qabul gilishi kelib chiqadi. Agar p, = P(4,)= P(& = x;)
belgilash kiritsak, u holda diskret tasodifiy migdor & ushbu jadval
orqali to‘la aniglanadi.
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X7 | 2 Xy
D

]
[
K

Yuqoridagi jadvalga diskret tasodifiy migdorning tagsimot

gonuuni deb ataladi. Bunda ip, =1 tenglik o‘rinli.
i=1
Tasodifiy miqdorlarning yana bir qancha misollarini ko‘ramiz
4-misol. Simmetrik bir jinsli tanga tashlansin. Bu holda
Q= lw],c' .} bo‘lib, bu yerda @, =*g”, », ="1", A esa Q ning barcha
1

gism to‘plamlaridan iborat, P(-( o) }) = P({ “’z}) o
3 ([Lo=0,
§(w)= l—l.w 0

deylik. Bu holda
(@,.\'<—1.
{Ho,},—1<x<1,

‘ (2L ace=il
5(@) — tasodifiy miqdor ekan. Uning

Demak, &

(@& (w) s x}=

munosabat o‘rinli.

tagsimot funksiyasi
* O =13

F:(x)=31/2,-1<x<]1,

ll‘l,A\'/_

ko‘rinishga ega va grafigi 7-shaklda keltirilgan.

7-shakl.
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B

o S-misol, la,b] kesmaga tasodifiy ravishda nuqta tash\ansin,'
b [_“’b] kesmaning birorta gism to*plamiga tushish G
ugz_to Plglmmr‘\ Lebeg o‘lchoviga proporsional bo‘lsin. Bu_nda
. =[a,b] bo lib, 7 esa [a,b] kesmadagi barcha Borel to*plamlaridan
Ibor B S (o Patikeigri

: E(w)=0,0¢ [a,b]
fc?rmula orqali belgilaymiz, ya'ni & — [a,b] oraliqqa tushgan nuqta-
ning koordinatasidan iborat. Bunda
{ D,x<a,
la,x).a<x<b,
|Q=(abl,x2b 3
munosabatning o¢rin}i ckanligini ko‘rish giyin emas. Shunday ql%lb«
har qanday xe R yehun (£ (0)<x)e A ya'ni £(o) tasodifiy

miqdor bo‘lar ekan, $(@) tasodifiy migdorning tagsimot funksiyasi

w:£(n)<xi=

0,x<a,
F(x)=422 a<x<b,
z(x) S

[L.\'Zb.

Bu tagsimot funksiya (8-shakl) [a,b] oraligda tekis tagsimlangan
tasodifiy migdorning tagsimotini aniqlaydi.

F,;' (x)

8-shakl.

Endi ehtimollar fazosi va unda aniglangan tasodifiy migdor
bo‘lmagan funksiyaga misol keltiramiz.
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6-misol. Q=[0,1], 4 - [0.1] oralig‘idagi Lebeg o‘lchovli to‘p-
lamlarning o -algebrasi bo‘lsin. P(4)=A(A), Ae Adeymiz, bu yerda
A(A4) orqali 4 to‘plamning Lebeg o‘lchovi belgilangan. U holda
(Q, A P) — ehtimollar fazosi. £ — [0,1] oraliqdagi Lebeg bo‘yicha o‘l-

chovsiz to‘plam bo‘lsin’. &(w)=1,(w) orqali E to‘plamning indika-

torini aniqlaymiz. U holda, agar 0< x <1 bo‘lsa, {w; gf(&))Sx} =Eg A
Demak, yuqorida tasvirlangan (Q,4P) fazoda aniglangan & (@)
funksiya tasodifiy miqdor bo‘lmas ekan.

E(w) _ (2,AP) ehtimollar fazosida aniqlangan tasodifiy miq-

dorva BC R - sonlar o°qidagi to‘plam bo‘lsin. 4 orqali ushbu
As={B;Bc R;{ ™' (B)e A}

to‘plamlar sinfini belgilaylik, bu yerda EN(B) = {ws& ((o)e B}
to‘plam B to‘plamning proobrazi. Avvalo shuni aytish lozimki, & (o)
tasodifly miqdoming ta’rifidan B=(-00;x], xe R ko‘rinishdagi
varim intervallar 4 sinfga tegishli ekanligi kelib chiqadi.

Quyidagi teorema Borel to*plamlarining o -algebrasi A sinfida
yotishini ko‘rsatadi.

I-teorema. (Q,_4P) chtimollar fazosi, £ undagi tasodifiy

migdor, B esa sonlar o‘qidagi ixtiyoriy Borel to‘plami bo‘lsin. U
holda

ENB) = w:é(w)e Ble A
munosabat o‘rinli, va'ni har ganday Borel to‘plamining proobrazi
tasodifiy hodisadan iborat.

Ishoti. a.h:a<b ixtiyoriy haqiqiy sonlar bo‘lsin. U holda
(0:8(0)e (a,b]} = lw;a<&(0)< b} ={w:& ()< b\ {0:é (w) < a}
tengliklardan &' ((a,b]) =& ((~0,b])\é " ((~,a])e A munosabat-
ning o‘rinli ekanligi kelib chiqadi. Demak, (a,b] korinishidagi barcha

Sanmsogov T.A. Hagigiy o‘zgaruvehining funksiyalari nazariyasi. - T.: *O*qituvchi”,
1968, darshkning 60-§ ga qaralsin.
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varim intervallar A to‘plamga tegishli. Shu bilan birga R sonlar

o‘gidagi ixtiyoriy B, B, B,, ... to'plamlar uchun
é"{ﬂiﬁﬂ (5)
£R)=0

(6)

tengliklar o‘rinli ekanligini osongina isbotlash mumkin. (4)—(6) teng-
liklardan 4. to‘plamlar sinfi barcha (a,b] yarim intervallarni o‘z
ichiga oluvehi & -algebra ekanligi kelib chigadi. Borel to*plamlarining
o -algebrasi (a,b] ko*rinishidagi barcha yarim intervallarni oz ichiga
oluvchi minimal ¢ -algebra bo‘lgani uchun B(R) CA,. Demak, teore-
maning da’vosi ixtiyoriy B Borel to‘plami uchun o‘rinli ekan.
3-ta’rif. (R,B(R)) - sonli to‘g'ri chiziq va undagi Borel to‘p-
lamlaridan tashkil topgan o -algebra bo‘lib, &
(9, A,P) fazoda aniglangan tasodifiy migdor bo‘lsin.
(R.B(R)) o'lchovli fazoda
P.(B)=P(lo:é(w)< BY). B B(R)
formula orqali aniglangan P -ehtimol o*Ichoviga & tasodifiy miqdor-
ning ehtimollik tagsimoti deyiladi.

=£(w) funksiya

Demak, har gaysi ¢ tasodifiy migdor yangi ( R.B(R),P. ) ehti-
mollar fazosini vujudga keltirar ckan.

2-§. Tagsimot funksiyalarining xossalari. Misollar
F(x) funksiya ¢ tasodifiy migdorning tagsimot funksiyasi
bo‘lsin. U holda F(x) tagsimot funksiya quyidagi xossalarga cga:

F1. Monotonlik  xossasi:
F(x,)< F(x,) bo‘ladi.
F2. F(=»)= ‘lim F(x)=0;F(+0) = lim F(x)=1.

agar x,<x, bo‘lsa, u holda
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F3. O*ngdan uzluksizlik xossasi: lim F(x)=F(x,).
0

.\'—)Xo-.‘-

Isboti. F1 xossaning isboti {£ < x,}  {€ < x,} munosabatdan va
chtimolning 3-asosiy xossasidan kelib chiqadi. F2 xossani isbotlash
uchun biz ikkita {x } va {y,} sonli ketma-ketliklarni qaraymiz, bunda
x, ketma-ketlik —o0 ga monoton kamayadi (x, ¥ -»), y, esa +o ga

monoton o‘sadi (.);,T+:73)‘ Agar 4 ={cu;§(a))5x"} va B, ={a);§(w)5y,,}
deb belgilasak, 4,4 @ va B,TQ bo‘lgani uchun F2 xossa ehti-
molning quyidan va yuqoridan uzluksizlik xossalaridan kelib chiqadi
(1.1-teoremaning 4- va 2-punktlariga garalsin). g

E3 X0ssa ham xuddi EF2 kabi  isbotlanadi:
A:{(o;f((o)s.r(,} 4, ={w: &)< x,} bo'lsin, bu yerda {x,} ketma-
ketlik monoton kamayuvchi bo‘lib limx, = x, tenglik o‘rinli. Demak,

4, hodisalar ketma-ketligi monoton kamayuvchi bo‘lib, ﬂA,,:A
n=1

tenglik o‘rinli bo‘lgani sababli (ya'ni 4, ¥ A4), 1.1-teoremaning 3-
punktiga ko‘ra limP(4,)= P(A) yoki lilm F(x)=F(x,) tenglik kelib
chiqadi.

F(x) = I, (x) funksiya umuman olganda chapdan uzluksiz emas,
chunki ehtimolning o‘ngdan uzluksizlik xossasidan
Py =F(x)= F(x=0)= lim ( F(x)— F(x=1/n)) = lim P(x~1/ n<é<x)=

n—»a n—rax

Pi/ U{iﬂ (x=1/n,x]} }: P({E = x})

\n=l y
tenglik o‘rinli.

Bundan barcha xe R sonlar uchun P{£ =x}=0 tenglik o‘rinli
bo'lsa va fagat shu holdagina £ (x) funksiya uzluksiz ekanligi kelib
chiqadi.

Demak, p, = P(£ = v, })= F(x,) = F(x,—0) tenglikdan F(x) funk-
siyaning uzilish nuqtalarida p,>0 tengsizlikning o‘rinli ekanligi
kelib chiqadi. Har qanday natural 7 soni uchun F(x) funksiyaning
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py=PlE=x, })2]— tengsizlikni qanoatlantiruvchi uzilish nuqtalarining
n
soni » dan katta bo‘lmagani sababli, tagsimot funksiyaning uzilish
nuqtalari to‘plami ko*pi bilan sanoqlidir.
F.(x)=F(x) tagsimot funksiyaning uzilish nuqtalarini
X,, X,, ... orqali belgilaylik. Agar £ — diskret tasodifiy miqdor bo‘lsa,
uholda p, = P({g’ = xk}), k=1,2.... ehtimollar

ipl; =1 (7

tenglikni gqanoatlantiradi va aksincha, agar p,, k=12,... ehtimollar
(7) tenglikni ganoatlantirsa, u holda & tasodifiy migdor diskret taso-
difty migdor bo*ladi.
£ -diskret tasodifiy migdorning P. taqsimoti eng ko‘pi bilan
sanogli sondagi x, nuqtalarda to*plangan bo‘lib, uni
R(B)= T plx)
tkixp= B}
korinishida ifodalash mumkin.
Endi amaliyotda eng ko‘p uchraydigan diskret tagsimotli taso-
difiy miqdorlarni keltiramiz.
Binomial taqsimot. Agar diskret tasodifiy migdor & uchun
x.=k, k=0,1,...,n bo'lib,
pr=PE=k})=Crp*a1- )t 0< p<i
bo‘lsa, u holda £ tasodifiy miqdorga (n,p) parametrli binomial
tasodifiy miqdor, P(k)=p, chtimoilarga esa (n.p) parametrli
binomial tagsimot deyiladi. (1, p) parametrli binomial tasodifiy
miqdorning tagsimot funksiyasi
B(x,n.p)= Z('/‘, p*d-p)"*,xe R
k<x

ko'rinishga ega. Binomial tagsimot » ta bog'ligsiz tajribada
kuzatilayotgan A hodisaning ro‘y berishlar soni p, ni 4 hodisaning
har bir tajribada ro‘y berish ehtimoli p bo‘lgan holdagi tagsimotidan
iborat.
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7-misol. Oraliq nazorat uchun o‘tkazilayotgan yozma ishda
talaba 1 =4 ta masala oldi. Har bir masalani to‘g‘ri yechish ehtimoli
0,8 bo‘Isin, u orqali to*g'ri yechilgan masalalar sonini belgilaylik. Bu
holda biz (4;0.8) parametrli binomial tagsimotga egamiz. Uning

1agsimot qonuni va tagsimot fanksiyasi quyidagi jadvalda va 9-shakl-
da keltirilgan,

r\h011,‘2]3]4

K |
m 0.,0016 ,l 0,0256 . 0.1536 ‘ 0,4096 , 0,4096 ,
= {

Fix)
i e
0,5 ,—-—-b:
e i
(r— \ 1
e >
0 1 Do 4 x

9-shakl.

(n,p) parametrli binomial tagsimotni maksimallashtiruvehi &
S0mIL ya'ni ro'y berishlar soni 1, nitz eng katta ehtimol bilan qab‘ul
qiluve i givmatini topamiz. Buning uchun o 1yidagi nisbatni ko‘ramiz:
¢ -+ in+1) p—k
Bk Galhl e 4L )/--—~.
i, (k=1) k 1-p k(1=p)
Agar k< (n+1)p bo'lsa, P,(k)>P,(k—1), ya'ni k o°sishi blllan
; ‘sadi; agar Kk il ‘Isa,
P (k) funksiva monoton o'sadi; agar k>(n+ijp bo c‘
P(ky< P(k~1). vani P(k) ehtimollar monoton kamayadi.
m'- I(/H l)/)] —(n+1)p sondan katta bo‘lmagan eng katta butun son
bo‘lsin, u holda & =m da P,(k) echtimol eng katta giymatga erishadi.
Agar (n+1)p butun son bo‘lsa, P (k) ehtimolni maksimallashtira-
digan k ning giymati ikkita: k=(n+1)p va k=(n+1)p-1.
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Yugqoridagi 7-misolda (n+1)p=5-0,8=4 bo‘lgani uchun 7, (k) ni
maksimallashtiruvchi & ning qiymati ikkita: k=3 va k=4. Bunda
P,(I)=0,4096. Demak, talaba 3 ta yoki 4 ta masalani yechish ehtimoli

0,8192 ga teng ekan.
Puasson tagsimoti. Agar ¢ -diskret tasodifiy miqdor x,: 0,1,2,...

- N e T e RS
|

qiymatlarni
RS L
pk=7r(k;/l)=P({§=k})=%e"‘;/l>0
ehtimollar bilan qabul gilsa, uni 2 parametrli Puasson qonuni
bo‘yicha tagsimlangan tasodifiy miqdor yoki gisqacha Puasson
tasodifiy migdor deyiladi.

/. parametrli Puasson qonuni bo‘yicha tagsimlangan tasodifiy
miqdorning tagsimot funksiyasi

H(.t;l)=z%e"‘,xe R
kex KC

ko‘rinishga ega.

Puasson tagsimoti ba'zan kam uchraydigan hodisalar qonuni
degan nom bilan ham ataladi, chunki u har doim ko‘p tajriba o*tka-
zilib, ularning har birida kuzatilayotgan hodisaning chtimoli kichik
bo‘lgan hollarda uchraydi.

Geometrik tagsimot. Agar & tasodifiy miqdor x,: 0.1.2,...
qiymatlarni

Lk p)=p, = PUE =k}) = p(1—-p)*;0< p<1 (8)
ehtimollar bilan qabul qilsa, u p parametrli geometrik qonun

bo‘yicha tagsimlangan tasodifiy migdor deyiladi.
8-misol. O‘tkazilayotgan fizikaviy tajribada kutilayotgan natija
chigish ehtimoli 0.4 bolsin. £ orqali kutilgan natija birinchi marta
chigquncha o‘tkazilgan tajribalar sonini belgilaylik. U holda & taso-
difty miqdor 0.4 parametrli geometrik tagsimotga ega. Quyida uning
(8) formula orqali hisoblangan tagsimot qonuni va tagsimot funksiyasi
(10-shaklda) keltirilgan.
] A R T TR RN
[ o R | 00864 |

\
1
1
i»—— —_—

i



F()f) T
14 ——

=

e o !

s <O PN R B o

L .

R B S B
0 e e x

10-shakl.

& — geometrik qonun bo‘yicha tagsimlangan tasodifiy miqdor
bo‘Isin, u holda
P({: =n+m/&2 n}) = P({E =} ) im — 1520 9)

tenglik o‘rinli.

Hagiqatdan ham,
P({& =n+ml&2n))= P({;“‘-—Ilrfm.;'z,,}) = P(";x”ﬂ”}l
& : () R (F7)

nemn

S PU=P 7 - py = PlfE = m)
S-p)

(9) tenglikni yuqorida keltirilgan misolda sharhlaylik. 8-misolda
£ tasodifiy migdorni natijani “kutish” vaqti deb sharhlash mumkin.
Bu holda (9) tenglikni (#2—1) ta tajribada natija chigmagan!ik shartida,
vana m—1 ta tajribadan so‘ng birinchi marta natija chigish ehtimoli
i -tajribada birinchi marta natija chiqish shartsiz ehtimoliga teng deb
izohlash mumkin. Bu (9) tenglik bilan ifodalanadigan xossa so‘nggi
ta’sirning yo‘qligi deb ataladi.

Kezi kelganda shuni gayd qilish lozimki, barcha diskret tagsi-
motlar ichida fagat geometrik tagsimotgina so‘nggi ta’sirning yo‘qlik
xossasiga ega.
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3-§. Uzluksiz tasodifiy migdorlar

Agar & tasodifiy miqdoring F (x) tagsimot funksiyasi barcha
xe R nuqtalarda uzluksiz bo‘lsa, u holda bunday tasodifiy miqdorga
uzluksiz tasodifiy miqdor deyiladi.

d-ta’rif. Agar & uzluksiz tasodifiy miqdorning tagsimot funk-
siyasini

x
F(x)=F.(x)= | plu)du (10)

ko‘rinishda ifodalash mumkin bo‘lsa, bunday tasodifiy miqdorga
absolut uzluksiz tasodifiy miqdor deyiladi. Bu yerdagi p(x) funk-
siyaga £ tasodifiy miqdorning zichlik funksiyasi deyiladi.

(10) tenglikdan zichlik funksiyaning quyidagi xossalari kelib
chiqadi:

1°) F'(x)= p(x);

2°) p(x)z0;

) [ plods=1;

4°) [ p)d=F(x,)-F(x)=P({x, <£<X,}), x<x,.
4°-xossaga ko‘ra absolut uzluksiz tasodifiy miqdorning [x,.x, |
oraliqqa tushish ehtimoli son jihatidan 11-shaklda shtrixlangan egri

chiziqli trapetsiyaning yuziga teng.

o
\
PREATETIN

/ | %
f
| J
| |
| ;

11-shakl.
52



Endi eng ko‘p ishlatiladigan absolut uzluksiz tasodifiy migdor-
larni keltiramiz.

Tekis tagsimot. [a,b] oraliqda tekis taqsimlangan tasodifiy
miqgdor (5-misolga qgarang) absolut uzluksiz tasodifiy miqdor bo‘lib,
uning zichlik funksiyasi

1
P <Y
p(x)=<b_a,a_.\sb,
][O, x<a;yoki x>b

ko‘rinishga ega (12- shakl).

plx)

b-a ; H

12-shakl.

Tekis tagsimlangan tasodifiy miqdorning [a,b] oraliq ichidagi

: 5 ; ety X=X,
(x,.x,) intervalga tushish ehtimoli, F(x,)—F(x)= 127 ! ga teng
> —=a X
bolil. o shu intervalning uzunligiga proporsional.
Eksponensial tagsimot. Quyidagi
[0,x<0,

)

/)(,\')::-' e

\l/w o0
zichlik funksiyaga ega bo‘lgan tasodifiy miqdorga A (4> 0)-para-
metrli eksponensial qonun bo‘yicha tagsimlangan tasodifiy
migdor deyiladi. Bu holda tagsimot funksiyasi
[0,x<0,
|

F(x)= &
: l1-e*:x20

korinishga ega ekanligini topish qiyin emas.
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Turli element)qy atomlarining yemirilish vagti eksponensial

2qsimotga ega. Bunda 7= L gop yemirilish vaqtining o'riacha qiy-
matini bildiradi 4

: l.Eks.ponensial tagsimotga ega bo*lgan £ tasodifiy miqdor so‘ng-
gi ta’siming yo‘qlik Xossasiga ega. £ tasodifiy miqdorni atomning
yemirilish vaqti deb izohlab, A ={x<E<x +x,} hodisani ko ramiz

va bu hodisaning B={§ >~"1} hodisa ro‘y bergandagi shartli ehti-
molini hisoblaymiz:

P(A)=P(’.X1 <§ le +X2})=1—e';‘“1”3’ _(l_e—}kn)z e—/’.\'l ('l_e—lxl

PB)=P({e>x))=1-P(E<x}) ="
tengliklardan
P(4/ B)= e~)‘xll!—‘e—;"\‘3 JEs e A
— X
munosabatning o‘rinli ekanligi ekelib chigadi, ya'ni atom x, vaqt
yashagach uning yana X, vaqt ichida yemirilish ehtimoli, xuddi shu
atomni X, vaqt ichida yemirilishining shartsiz ehtimoli bilan bir xil.
Aynan shu x0ssa so'nggi ta’sirning yo‘qlik xossasidan iborat.

; So_“nggi ta’sirning yo‘qligi eksponensial tagsimlangan tasodifiy
migdoming - xarakterlovchi  xossasidan iborat. Boshqacha  gilib
aytganda, barcha absolut uzluksiz tagsimotli tasodifiy miqdorlar
ichida faqat eksponensial tagsimotli tasodifiy miqdorgina so‘nggi
ta’sir yo'qlik xossasiga ega (geometrik tagsimotga qaralsin).

Normal tagsimot. Tagsimot funksiyasi

(u=ay*

it e
e 2° du
ro _I

"
ko‘rinishga ega bo‘lgan tasodifiy miqdorga (a.c”) parametrli nor-

mal (yoki Gauss) qonun bo‘yicha tagsimlangan tasodifiy miqdor
deyiladi.

Normal tagsimlangan tasodifiy miqdorning zichlik funksiyasi
g y miq £ )

(v~a)

(I)n,rr (‘) =

Pp(X)=——=e ¥ _p<cx<4w

o2m
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ko‘rinishga ega. Biz
9..(0)>0va [o,,(x)dc=1

ekanligini ko ‘rsataylik:

0 ']
[ [000 () = [ 000 (00, (1)dxdy =

it

400 +00 [ > 16 2
s | ol =55 fa-
= j_!exp%t - %}dndv.

Oxirgi integralda u=rcosd, v=rsinfd deb o‘zgaruvchilarni

a]mashtirsak
f J‘ (x )d\[ = —_,-l’;-jifrcxp{— e /Z}dl'dg = —].dcxp{— i /2} =1
K010

lcnghl\ kelib clnqadl. Demak, ¢, (x) zichlik funksiya, ®, (x) esa
tagsimot funksiya ekan. Normal qonun bo‘yicha tagsimlangan taso-
difiy migdorning zichlik funksiyasini turli @ va o parametrlarga
hog'liq holdagi grafiklari 13-shakida keltirilgan.

13-shakl.
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0, (x) zichlik funksiya x=a nuqtada eng katta qiymatga eri-
shadi va uning grafigi x=a to‘g’ri chiziqga nisba'tan simmetrik joy-
lashgan, Bu funksiya uchun OX oq gorizontal asimptota x=q - o,
x=a-o nuqtalar esa funksiyaning burilish nuqtalaridan iborat.

Xususan a=0, o =1 bo‘lganda normal tagsimlangan tasodifiy
miqdorning tagsimot funksiyasi

®,,(x)=0(x)=

R
e “du
7t

ko‘rinishiga ega bo'ladi va ®(x) tagsimotga standart normal qonun
deyiladi (14-shakl).

Cb(x)

$*5 |

14-shakl.
(I),,,,(.\‘):(D(ﬁ) tenglik o‘rinli bo‘lgani uchun normal qo-
g o
nunning @ va ¢ parametrlariga tagsimotning “siljish” va “masshtab”
parametrlari deb ataladi.
Gamma tagsimot. Zichlik funksiyasi (15-shakl)
[0,x<0;
P@)=4Aex!
——e  ,x20
| ()
bo*lgan tasodifiy migdor (e, A4 ) parametrli gamma qonuni bo‘yicha
tagsimlangan tasodifiy migdor deyiladi. bu yerda

T(@)= [x*eax
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Eyler gamma funksiyasi. Uning tagsimot funksiyasi (16-shakl)
A _[u“"e“‘”du. x> 0;
F(x)=4T(a);

[0,x<0
ko‘rinishga ega.
plx )T
1=0,5
1 a=U5
i=2
a-4
A-1
a=2
0 a 2 3 X
15-shakl.
7ix)

16-shalkl.
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Umumiy holda gamma tagsimot aniq ifodalanmasa han}, u
ba'zi juda muhim xususiyatlarga ega. Masalan, agar « =k, ya'ni a
butun giymatlarni qabul gilsa, biz ommaviy xizmat ko‘rsatish naza-
riyasida muhim rol o‘ynaydigan Erlang tagsimotini hosil gilamiz.
Agar ¢ =k/2,2.=1/2 bo‘lsa, gamma tagsimot x> (xi-kvadrat) deb

ataluvchi tagsimotga aylanadi, bu holda % soni y° tagsimotning
ozodlik darajasi soni deyiladi. Nihoyat, & =1 bo‘lsa, biz eksponensial
tagsimotga ega bo‘lamiz.
Kaoshi tagsimoti. Zichlik funksiyasi

1
nc s (x_f’):,

o2
ko‘rinishda bo‘lgan tasodifiy miqdor (a.c ) parametrli Koshi qonuni
bo‘yicha taqsimlangan tasodifiy miqdor deyiladi. (0:1) parametrli
Koshi qonuni bo‘yicha tagsimlangan tasodifiy migdorning zichlik
funksiyasi

,x€ R.o >0

Pus(X)=

K(.r):K(x;O,l):%l 5

X

ko‘rinishga ega. K(x;a,U):K(%ﬁJ tenglik o‘rinli bo‘lgani uchun
xuddi normal qonundagi kabi bu yerda ham a va ¢ parametrlarga
siljish va masshtab parametrlari deb garaladi.

Singulyar tagsimot funksiyalar. Zichlik funksiyaga cga bo‘l-
magan uzluksiz tasodifiy migdorlar ham mavjud. Bunday tasodifiy
migdorlarning tagsimot funksiyalariga singulyar tagsimot funksivalari
deyiladi. Singulyar tagsimot funksiya uzluksiz bo‘lib, barcha o*sish
nuqtalaridan tashkil topgan to‘plamning Lebeg oflchovi 0 ga teng,
ya'ni deyarli barcha nugtalarda F'(x)=0 va F(+o0)~ [ (—0)=1 teng-
liklar o‘rinli. Bunday funksiyaning misoli sifatida o‘quvchiga analiz
kursidan ma’lum bo‘lgan ushbu Kantor funksiyasini olishimiz mum-
kin: F(x)=0, agar x<0, F(x)=1, agar x>1. F(x) funksiyani [0,1]
oraliqdagi giymatlarini aniglash uchun quyidagi amallarni bajaramiz,
Avval bu oraligni 1/3 va 2/3 nuqtalar bilan teng uch [0;1/3], [1 /3;2/3]
va [2/3:1] bo‘laklarga bo‘lamiz. Ichki oraligda F(x)=1/2 deymiz.
Qolgan ikki oraligning har birini yana teng uch bo‘laklarga bo‘lib, har
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bir ichki oraliglarda F(x) funksiya mos ravishda 1/4 va 3/4 qiymat-
larni qabul qiladi, deymiz. Har bir qolgan oraliglar o‘z navbatida yana
uch bo‘lakka bo‘linib, uning ichki bo‘laklarida F(x) funksiya uning
aniglangan qo‘shni giymatlarining o‘rta arifmetigiga teng, deb olamiz
va hokazo (17-shakl).

F(x)
1
T u
F o | ]
i
o
L | ' 1
ok i
Pyar ity
4 —
314 il Vo pabit
4 T Ty
' SR
\ AR
7ok Vil 2otk
— et
AR s
£ owd Ay ey
R PP T e
Fed i o Yisdsdngs
Fheel B il lot el
; s L 3 e
TR o LRI ) FOTTR YA
4 [ o
: s R e lisieh
73 e T He il o
A ot 1
— 1 . ] ] 1] ' . .
o R i
R {od ey
] petep sl N Ty
| Vol RS A IS R 15 )
g Vot o i ol |
A 8 i) HE R Ay g B
101 1 | Vi A NG
y ' A e el e
" o N Voo
: ' ! o o S gt §e ol sl
— 1 ' ' 1 1 1 1 ' ) ' 1 .
5 ' LA b N Tl
e i AR S
1 1 i ¥ (Rt
! ' e e las)
' ] 1 Sion e R
1] 19 d 113 ars w oo 1 ¥

17-shakl.

F(x) tagsimot funksiya o‘zgarmas qiymatlar qabul giluvchi ichki
[1/3:2/3], [1/9:2/9].[7/9:8/9]. ... oraliqlarning uzunliklar yig*indisi

i | 1200 R
1/3+2/9+4/27 +..==(1+2/3+4/9+..)== (‘J iy =1.
3( zz 3 35&073

~ n=0

Demalk. £(x) funksiyani o‘sish nuqtalarining Lebeg o‘lchovi 0 ga
teng ekan.

Tagsimot funksiyalarning mumkin bo‘lgan tiplari hagida
boshga to‘xtalmay, haqiqatda tagsimot funksiyalar yuqorida keltiril-
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gan uchta tip bilan tugallanishi hagidagi mulohaza bilan kifoyalana-
miz. Anigroq aytganda ixtiyorily F(x) tagsimot funksiyasini

F(x)=c Fi(x)+ec,F, (x)+ c;F, (x)
ko‘rinishda ifodalash mumkin, bu yerda ¢, >0, ¢, + ¢, +c3 =1, F(x) -
diskret tagsimot funksiya, F,(x) — absolut uzluksiz tagsimot funksiya,
F,(x) esa singulyar tagsimot funksiya.

4-8. Ko‘p oflchovli tasedifiy migdoriar

Kelgusida biz uchun tasodifiy migdorlar bilan bir qatorda taso-
difiy vektorlar yoki ko‘p o‘lchovli tasodifiy miqdorlar tushunchasi
ham juda zarur.

Faraz gilaylik, (©,4,P) ehtimollar fazosida aniglangan
¢,,6,,....€, tasodifiy miqdorlar berilgan bo‘lsin. & = (£,.,,....5,) vek-
torga tasodifiy vektor yoki n-o‘Ichovli tasodifiy migdor deyiladi.

a,<b.a,<b,,..a,<b,  tengsizliklarni  qanoatlantiruvchi

a,b,,i=1,2,...,n haqigiy sonlar berilgan bo‘lsin. U holda
{w;a, <& (@) < by,..na, <€, (@) < b, ,-ﬂ’m a, <& (@)<b}ied(11)

munosabat o‘rinli. (§,(a)),gz(a)),...,§"(m)) orqali R" dagi nugtani.

A orqali esa A={xe R";aq,<x <b,...a,<x,<bh} — n o'lchovli
yarim ochiq parallelepipedni belgilasak, u holda (11) munosabatni
w3 @),...£, (0)e Ale A (12)

shaklda ifodalash mumkin.
R dan olingan ixtiyoriy {B‘} ketma-ketlik uchun o‘rinli bol-
gan ushbu
ﬂ w:(£,@),..¢, (@))€ B} = {w:(£,(w)....2 (0))e ﬂ B}
U{w ({ a) ot (a) € B,} = |w; (\, (7)) I (m U/}

tengllklardan va (12) munosabatdan foydalanib (12) munosabatning

(13)

A ning R" dan olingan ixtiyoriy Borel to‘plami bo‘lgan hol uchun
ham o‘rinli ekanligini isbotlash mumkin.
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5-ta’rif. (R”,B(R”)) o‘lchovli fazoda
P.(B)=P{w:¢(w)e B}, Be B(R")

formula orqali aniglangan P. ehtimol o‘lchoviga & = (£,,655-5,)
tasodifiy vektorning ehtimollik tagsimoti deyiladi.
(12) munosabatdan har qanday x=(x;.x,...x,)€ R” uchun
{o; £(@)Sx,....6,(0)<x,}e A — hodisadan iborat ekanligi kelib
chiqadi. Demak, uning ehtimoli haqida so‘z yuritishimiz ma’noga ega.
6-ta’rif. R” da aniglangan ushbu

it ...A.f.f,,(xl*'YZ?""xlz):P({él <X, 52 X 511 = n})

n o‘lchovli funksiya & = (&,,¢,.....¢,) tasodifiy vektorning tagsimot
funksiyasi yoki &,¢,,...5, tasodifiy miqdorlarning birgalikdagi
tagsimot funksiyasi deyiladi.

Ko‘p o‘lchovli tagsimot funksiyani biz ba’zan, qulaylik uchun
¢.¢,...8, indekslarni tushirib qoldirib, F(x,,x,,...,x,) shaklida
yozamiz.

A orgali F(x,.x,...x,) funksiyaning k-argumenti bo‘yicha

ay by
(a, ./),,] yarim intervalda olingan ushbu

Ay by G2 X) = F O s N B X100 ) = F 8000 X s X103 %)
funksiya orttirmasini belgilaylik. Agar
(a.h]={xe R";a <x,=b....a,<x,<b} orqali R" dagi yarim ochiq
parallelepipedni belgilasak, u holda

l’ ((” h]) = u /leu:,hz "'Au,,,h,, (14)

tenglik o‘rinli. (14) formulaning isbotini a,,b, argumentlar bo‘yicha
birin-ketin o‘tkazish mumkin:

P(ia, <& b€ S, 00 6 St [’({:: < D STt $,\‘”})—
—P({61 S 01,675 %y,..,6, S Xy 1) = B 5 F( % 00050
P({a,<¢,5b,a, <&, < b,E S o0 e is el e
P({ai<& shi6, <ib5 0 S ) =
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—P({a,<€,<bpé,<a,.6,<x;,...5, < x,}) =

23 S
=AW Rlajsc=b,.5,<x,,...£ <x})=

Au:h( GROGE X )) e ECn. %)
va hokazo.

5-§. Ko‘p o‘lchovli tagsimot funksiyalarning xossalari

F(}xl,xz,...,x,,)=l‘"§l’ﬂ 7z (x3,%,,...,x,,) funksiya &=(.¢,....5)

tasodifiy vektorning tagsimot funksiyasi bo‘lsin. Ko‘p o‘lchovli

F(x,.x,,....,x,) tagsimot funksiyaning asosiy xossalarini keltiramiz:
F1°. Monotonlik xossasi: F(x,,x,....,x,) funksiya har gaysi

argumenti bo‘yicha kamayuvchi emas va o‘ngdan uzluksiz.

F2. lim Fy o o (00 X5000002,) = F (X0 X1 5 X g5eees X,y) =
X =rHe0
= - - RS L),
=F b Euteden Bt Xt Xpi15ees %)y k=1.2,000m
o ) _—
F3°, !,‘TF ;”(x,,x:,...,x,,)—(),k—],2,....11.

BAeSATAA

F1°, F2°, F3° xossalar bir o'lchovli tagsimot funksiyalarning
mos xossalari kabi isbotlanadi, F4° xossaning isboti esa (14) formu-
ladan kelib chigadi.

F2° va F3° ko‘p o‘lchovli tagsimot funksiyaning uyg‘unlik
xossalari deb ataladi.

F1°-F4° xossalarga ega bo‘lgan ixtiyoriy n o‘lchovli
F(x,,%,....x,) funksiya birorta £,.&,....¢, tasodifiy miqdorlarning
birgalikdagi tagsimot furksiyasidan iborat.

Bir o‘lchovli tagsimot funksiyalar uchun F4° xossa F17 xos-
sadan kelib chigadi, ammo » olchovli tagsimot funksiyalar uchun
F4° xossa mustaqil bo*lib, u birinchi uchta xossadan kelib chigmaydi.

F(x,%5,...,x,) 2 0.

ay by u,, b,

9-misol. Ushbu F(.\';.xq):[f g+ 2,
1l.agur X, 21

ikki o‘lchovli funksiyani ko‘raylik. Bu funksiya uchun F1°-F3"
xossalar o‘rinli ekanligi osongina tekshiriladi. Ammo F(x,,x,)
funksiya F4° xossaga ega emas, chunki
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80,80, F(0.0) = Ay [F(1,0) - F(0,0)] = F(L) - F(0,1) - F(1,0) + F(0,0) =—1.

£,.¢,....¢, tasodifiy miqdorlar qism to‘plamini barcha tasodifiy
miqdorlaming Fz = = (x},%,..,X,) tagsimot funksiyasi orqali F2°
xossa yordamida keltirib chiqariladigan birgalikdagi taqsimot funk-
siyasiga marginal (hususiy) tagsimot funksiya deyiladi.
7-ta’rif. Agar R" fazoning chekli yoki sanoqli
= ("2, x"); k=1,2,... nugtalari uchun
(\fl =5 & =5k, —xm}) Puv v i = Pywrs

Z 1).\'{"‘4..u.v;“ & Z Pw = 1
k k

tengliklar o‘rinli bo‘lsa, u holda (&.&,.....5,) tasodifly vektorga
n o‘lchovli diskret tasodifiy vektor deyiladi. Diskret tasodifiy vek-
torning tagsimot qonuni R fazodagi kabi
Pogy.;;B= Y pws B(BR"),), xVe R’
{kix'*e B}
formula orqali beriladi.
Polinomial tagsimot. Agar m-o'lchovli diskret tasodifiy

vektor & uchun x, =k=(k,k,..k,), KeZ, khtk+t..tk =n
bo‘lib,
py =P =k})=P(E / """ :III:kIII}) —"—‘P1 p" pmkm (15)
k A

p,20,i=12,...mp+ p,+..+p,=1 bo‘lsa, u holda & vektor
(17 )y Pasees ) = (13 p) parametrli- polinomial qonun bo‘yicha tag-
simlangan tasodifiy vektor va b(k:n, p,,p,s....p,) = p; chtimollarga
esa (11 Py Poyees p,,) parametrli polinomial tagsimot deyiladi. (15)
tenglikning o‘ng tomoni (p, + p, +...+ p,,)" polinomning p,,p,,..., p,,
sonlarning darajalari bo‘yicha yoyilmasining umumiy holidan iborat
bo‘lgani sababli, yuqoridagi tagsimot polinomial tagsimot deb ataladi.

Agar m=2,p,=p,p,=1=p Dbo'lsa, polinomial tagsimot
(1. p)-parametrli binomial tagsimotga aylanadi.

63



10-misol. Ikki shaxmatchi orasida shaxmat turniri o‘tkazila-
yotgan bo‘lsin. Birinchi o‘yinchi har bir o*yinni, avvalgi o'yin qanday
yakunlanganidan qat’iy nazar, p ehtimol bilan yutib. ¢ ehtimol bilan
yutqazadi va 1— p—g ehtimol bilan o‘yin durang bo‘ladi, deylik. U
holda » ta o*yindan so‘ng birinchi shaxmatchi o‘yinni & marta yutib,
m marta yutqazish ehtimoli (k +m < n) ushbu

n' A m(l )Il—k-—-ln

Plrilm)= k!l!(n-k—m)'

songa teng.
8-ta’rif. Agar ixtiyoriy x =(x,.x,...x,)€ R" uchun

B oo 0005000, ) = I Jp_:-l_:-:_ = gy, )l (16)
tenglikni ganoatlantiruvchi  p- s, (¥, %5.....x,) funksiya mavjud

bo‘lsa, u holda &=(£.5,.....¢,) tasodifiy vektorga n o‘lchovli

absolut uzluksiz tasedifiy vektor. p- ¢, (X.%,...,x,,) funksiyaga

esa uning zichlik funksiyasi deyiladi.

(16) munosabatdan »n o‘lchovli zichlik funksiyaning ushbu
xossalari kelib chiqadi:

1°) Deyarli barcha (x,,x,....x )e R" nuqgtalarda

P

51820 dn

(X1: %505 %, )Z%TI‘}H,_ £, (X500, X))

tenglik o‘rinli;

2°) By es oy ) 2 0;

S152 n

39) I IpwU e (30,500 X, )lyddy. ., = 1

4%) p;mné"(,\,,.\:,,..,,\'”) zichlik funksiyaning uzluksiz nug-
talarida
Bl e = Ax 1= 12...., n})

=P: sk, (25 X5 5000y X, JAX AX, A, + 0 Ax, Ax, )

max Ax, — 0 munosabat o°rinli.
i
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Ko'p olchovli normal taqsimot. 7= (m,m,,...,m,) — n o'l-
chovli vektor va R:“/;j“ birorta nx n o‘lchovli, musbat aniglangan,
simmetrik matritsa bo‘lsin. R — musbat aniqlangan matritsa bo‘lgani
uchun uning teskari matritsasi R~ = 4 —”a “ mavjud.

Zichlik funksiyasi

¢(.\',,x3,...,.\'”)=¢__=

s (X %,.%,) =

A2 e
= A ex pi———z L (% —m)(x, —m,)

(" 7=
ko‘rinishga ega bo* lgan n oflchovli tasodifiy vektor & = (£,,&,,....¢,,)
(m;R) parametrli normal gonun bo‘yicha tagsimlangan tasodifiy
vektor deyiladi. Bu yerda lAi=detA orqali 4 matritsaning deter-
minanti belgilangan.
R matritsaga .;':(El.::. .£,) vektorning kovariatsion mat-
ritsasi, 1= (m,.1 ,m,) vektorga esa uning o‘rta giymat vektori

deyiladi.

‘ &) — n o'lchovli (m,R) parametrli normal tag-
simotga ega bo* igan tasodifiy vektor bo'lsin. U holda (n—1) o‘lchovii
(:¢.....,¢,,) vektor ham o‘rta qiymat vektori (m,m,....m, ) va
kovariatsion matritsasi R mofritsaning  oxirgi satr va ustunini
o‘chiipandan hosil bo*ladigan R' matritsaga teng bo‘lgan normal tag-
simotg ¢ga. Buni

1) M (o8 e X I) J’(/)‘_I Eon w Xjainnyp ]..\”)tl'\

tenglikdan (bu tenglik tagsimot hmksly.mmg F2 xossasidan kelib
chigadi) keltirib chigarish mumkin. L
11-misol. O'rta giymat matritsasi (n,m,), kovariaision mat-

ritsa esa
: 1G 0o,
R = (0,,0,>0; —1<r<l)
2
{1005 T

s e 1 SIS P - 9 o 5
ho‘lgan normal gonun bo‘yicha tagsimlangan ikki o Ichovli tasodifiy
vektor bo*lsin. U holda
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|R|=o'[20‘3z (-7

1 ~=r
by 0'12 (l—rl) (ol |crz(l~r2)
PeEe - 1
01‘72(1—”2) 0'22(1—1'2)
==

0'120'22(]—)'2)

tengliklardan ¢51§: (x,,%,) zichlik funksiya

P(x,,x5) =0, (5. X,) =

b, 1 exp(J 1 ((.\‘,—m, )2 2r(x;—my )(x, =) A (x,—m, ) ‘ﬂ
= - — 5 ’
er',o'z:ll-r2 \ 2(1—1'2)|, of oy 03 o3 l_} |

ko‘rinishga ega ekanligi kelib chigadi (18-shakl).

=2

AN
7

(]
)
£

18-shakl.

Ikki o‘Ichovli normal qonunining zichlik funksivasi (m =m, —0
bo‘lgan hol).

6-§. Tasodifiy migdorlarning bog‘ligsizligi

Tasodifiy migdorlarning bog‘ligsizlik tushunchasi chtimollar
nazariyasidagi eng muhim tushunchalardan biri bo‘lib, u hodisalarning
bog‘ligsizligini tasodifiy miqdorlarga ko*chirishdan iborat.

66



9-ta’rif. £,,£,...5, lar (Q,A4,P) ehtimollar fazosida aniglangan
tasodifiy miqdorlar bo‘lsin. Agar ixtiyoriy B,e B(R) (k=1,2,....n)
Borel to*plamlari uchun

P(¢,€ B,,..£,€ B))= P&, B)..P¢&,€ B,) (17)
tenglik o‘rinli bo‘lsa, u holda &,....£, bog‘ligsiz tasodifiy migdorlar
deyiladi.

Agar ixtiyoriy n va 1<j <..<i <o sonlar uchun ¢ ,..&
tasodifiy migdorlar bog‘ligsiz bo‘lsa, u holda {fu}::| — tasodifiy miqg-
dorlar ketma-ketligi bog‘ligsiz deyiladi.

(17) tenglikdan B, = (-o0,x, ],k =1,2....,n bo‘lgan xususiy holda

Frgyoo (X500 x,) = Fo (0)F (35)- . F; (%) (18)
tenglikning o‘rinli ekanligi kelib chiqadi. Ikkinchi tomondan (18)
munosabatdan (14) tenglikka ko‘ra, ixtiyoriy a, < b, sonlar uchun

n
P({a; <&, < b,a, <& Sbys.sa, <& SO SIRIREGHE = bh)
k=1
ckanligi, ya'ni (17) tenglikning B, =(a,.b,] yarim intervallar uchun
o‘rinli ekanligi kelib chiqadi. Ehtimollarning barcha yarim inter-
vallardagi giymatlari uning Borel to‘plamlaridagi giymatlarini yagona
usul bilan aniglagani uchun oxirgi tenglikdan (17) munosabatning
o'rinlt ckanligi kelib chiqadi.
Demak, (18) tenglikni &,,&,,...€,
ligsizi o' nchun ta’rif sifatida gabul qgilish momkin.
absolut uzluksiz tasodifiy migdoriar bolsin. U holda

tasodifiy miqdorlarning bog*-

F, (%)= J P, (X)dx; i=12,....n
tenglikdan (18) ga ko‘ra
By gy (s e X ) = () i N (O
| /;_A](.\‘)zl\' J;/)Q(.\‘)dx.,. J/):”(.\')(/,\’r

[ 'f P () pe, (uy)...p;, (4, Yeluydu,...du,.
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Aksincha,
X An
it B ) e | pe, @) Pz, ()., (i, )yclusy ..dlu,
munosabatday (18) tenglilgka kélamiz.

unday gilib, & ,£,....£, - absolut uzluksiz tasodifiy migdorlar

‘ligsin bo‘lishi uchun 7 o‘lchovli tasodifiy vektor (S S
absolut uzluksiz bo‘lib,

bog

d Prg,, 4-"()(,,)62,..,, x,)= P (x )P;: (x )P, )
tenghkni.ng O°rinli ekanligi zarur va yetarli ekan.
Diskret tasodifiy miqdorlar bog'ligsiz bo‘lishi uchun

P === ) =

iyl Eo_ 0
=E({e,=x))p({e, = })- P{{E, = x))

lqujl ikning o*rinli bo*lishi zarur va yetarli ekanligini tekshirish giyin-
chilik tug*dirmaydj, e

Tasodifiy migdorlar yoki tasodifiy hodisalarning bog‘lxqﬁl{-
ligini formal ta’rifj sababli bog‘liq bo‘lmagan hodisalarga mansublilik
ma’nosidagi real bog‘ligsizlik tushunchasiga nisbatan ancha keng. Shu
sababli bog-liglik yo'q deyishga hech ganday asosimiz bo‘lmagan
hollarda ham “matematik” bog‘ligsizlik o°rinli bo‘lishi mumkin.

12-misol. §=(,.6,) — ikki o‘lchovli diskret tasodifiy migdor
bo‘lib,

P({& =18, =1))=p((8,=-1.&, =1})= P({&, =15, = 1))
=P({&=-1¢,=-1})=1/4

bo*lsin. U holda

tenglikdan & va &£, , garchan ular tuzilishiga ko‘ra bog‘ligli bo‘lsalar
ham, bog‘ligsiz tasodifiy miqdorlar ekanligi kelib chigadi.
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7-§. Tasodifiy migdorning funksiyalari

g(x) funksiya R da aniglangan bo‘lsin. g”'(B) orqali Bc R
to‘plamning proobrazini belgilaylik, ya’ni g™'(B)={xe R:g(x)e B}.
10-ta’rif. Agar ixtiyoriy Borel to‘plami Be B(R) uchun g'(x)
proobraz ham Borel to‘plamidan iborat bo‘lsa, u holda g(x) funksiya
Borel funksiyasi deyiladi.
R da aniqlangan uzluksiz va bo*lakli uzluksiz funksiyalar Borel
funksiyalariga misol bo‘ladi.
2-teorema. g(x), g,(x), g,(x) Borel funksiyalaridan iborat
bo'lib, &. & va &, lar (Q 4,P) chtimollar fazosida aniglangan taso-
difiy migdorlar bo‘lsin. U holda ushbu ta’kidlar o*rinli:
1. n = g(&) (@A P) fazoda aniglangan tasodifiy miqdor.
2. Agar £ vaé, tasodifty migdorlar bog‘ligsiz bo‘lsa, u holda
n,=g(&,) van,=g,(&,) tasodifiy miqdorlar ham bog'ligsiz bo‘ladi.
Ishoti. 1. 7 =n(w)= g(&(®)) ni murakkab funksiya deb qaray-
miz. Be B(R) bo‘lsin. g(x) Borel funksiyasi bo‘lgani uchun
g(B)= B e B(R) munosabat o'rinli. & — (©2,4,P) fazoda aniglangan
tasodifiy ~ miqdor bo‘igani uchun  &£7'(B)e B(R), demak
7 (5 =E7"(B)e A, ya'ni n-(t. 1, P) ehtimollar fazosida aniglangan
tasodiliy migdor.
2 B.e B(R)—ixtiyoriy Borel to‘piamlari bo‘lsin. U holda
P(in B.n,€ B,})=P( :gl(;)e B|sg:(\§>)e Bz}):
P € g ' (B).S,€ & (B)))
tenglik o‘rinli. Bundan, g,"(/?l) va g?"(Bz) Borel to‘plamlari bo‘l-
ganligi va &, &, bog'ligsiz tasodifiy miqdorlar ekanligini hisobga
olsak,
P({n,e B.n,€ B,})=P({ e g  (B)DP(,,€ &' (B)}) =
P(ig,()e B })P({g.(&,)e B,}) = P(in,e B 1)P(in, € B,})
munosabat kelib chiqadi. Demak, 7, va n, tasodifiy miqgdorlar
bog*ligsiz. Teorema isbotlandi.
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13-misol. Agar g(x) funksiya monoton o‘suvchi funksiya bo‘-

lib, g7 (x) uning teskari funksiyasi bo‘lsa. u holda
F (x)=Fy (x)=P({g€)s x}) = P({E < g7 (x)}) = F; (g7 (x)). (19)

Bu tenglikdan, agar F:(x) uzluksiz tagsimot funksiya bo‘lsa, u
holda g(x)=F:(x) deb olib, n=F.(£) ning [0,1] oraliqda tekis taq-
simlangan tasodifiy miqdor ekanligini keltirib chigaramiz. Aksincha,
1 [0,1] da tekis tagsimlangan tasodifiy miqdor bo‘lsa, £ = F~'(x) ta-
sodifiy migdor F(x) taqsimot funksiyaga ega ekan. Demak, biz tekis
taqsimlangan tasodifiy migdor yordamida oldindan berilgan tagsi-
motga ega bo*lgan tasodifty miqdorni qurish imkoniga egamiz.

Agar g(x)=bx+a,b>0 bo‘lsa, u holda (19) tenglikdan
B (x)= F(\—’-;ﬂ) munosabatni hosil gilamiz. Bu munosabatdan biz
normal va Koshi tagsimot funksiyalarini ko‘rganda foydalangan edik.

Agar g(x) funksiya qat‘iy o‘suvchi funksiya bo‘lib, differen-
siallanuvehi va p(x)-£  tasodifiy migdorning zichlik funksiyasi
bo‘lsa, u holda 7 = g(x) tasodifiy migdor ham absolut uzluksiz bo*lib,

X)=——p.(g” (x
p,(x) et G

munosabat o‘rinli bo‘ladi. Oxirgi tenglik (19) tenglikning har ikki
tomonidan hosila olib topiladi.

&156yreG, lar (©,4,P) ehtimollar fazosida aniglangan tasodifiy
miqdorlar va g(x,,x,.....x,)e R" - Borel o -algebrasiga nisbatan ol-
chovli funksiya, ya'ni ixtiyoriy Borel to‘plami Be B(R") uchun

g (B)= HEEE e e R g(x, %0 x, )€ B
proobraz R" dagi Borel to‘plamidan iborat bo‘lsin (10-ta’rifga qa-
ralsin). U holda © da aniglangan n = g(£,.£,.....¢, ) funksiya tasodifiy
migdor bo‘ladi.

Haqiqatan ham, ixtiyoriy Be B(R) uchun g '(B)e B(R)
munosabatdan
lom(w)e B ={w:g(&,,...E,)e B} = {0;(£,.8,,..E, )€ g7 (B)}e B(R)
kelib chiqadi.
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Kompozitsiya formulalari. Agar (£.£,,...,&,) absolut uzluksiz
tagsimotga ega bo‘lsa, u holda 7= g(&,.¢,,....5,) tasodifiy miqdor-
ning tagsimot funksiyasini

F(x)=P({g(51,82>-8,) S X})=
= _[ J' Py iy, (X050 X, )y

Z(X] Xy )SX

(20)

formula orqali topish mumkin.

&, &, bog‘ligsiz tasodifty miqdorlar va g(x,.x,)=x, +x, bo‘l-
gan muhim xususiy holni ko‘ramiz. p. (x),p’,z(x) mos zichlik funk-
siyalar bo‘lsin. U holda &, va &, bog‘ligsiz bo*lgani uchun

Pay e, (3,32) =, (0) P, (%)
tenglik o‘rinli. 7 =&, +&, yig'indining tagsimot funksiyasini (20) for-
mula orqali topamiz:
F. s, (x)=P({&,+& < x}) = [ ps,e, (x10%: ) Ay, =

1
X+ <X

= oo X=X
Il e (X)) pe, (X )dxd, = j.p;.l (x,)dlx, I P, (X, ), =

f Fe, (x = x;) p, (xp)ax, p: (%) J’ps:2 (x, — x;)dx,dx,.

—x »

Ushbu F. .. (x)= L{Flﬁ(_\‘——.\',)p;l(.\', )ax, = J'F_’ (,\'—-,\',)LIF;-‘(,\])

Pz, (x)= I Pz, ("'I)/)éz(“' — Xy )dx,

Formulalarga kompozitsion yoki yig‘ish formulalari deyiladi va mos
ravishda F; . =F; % F, va P, = Dg* Pg, kabi belgilanadi.

14-misol. £ va &, tasodifiy migdorlar bog‘ligsiz bo‘lib, mos
ravishda (a,.0) va (a,,0;) parametrli normal tagsimotga ega bo‘l-
sin. 7 =&, + £, tasodifiy migdorning zichlik funksiyasini topamiz.
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e
Yechish. Kompozitsion formuladan foydalanamiz:
(u—ay )2 (x—u—ay ‘1‘1
i d Te 28, 7 it
AT S & s,
pn()‘)—lp;l(u)p;:(x u)du = -le e
munosabatdan

2 2 2

2 2
& oy +0>

2 2 i 2
(u—tzz,)2 i (,\'—-u—az)2 o 0] t0s ¢ (u- aoy +(x—a; )‘712 5 (x—a;—a,)
9

) g 112
2 AR LIRS 010510y 40

tenglikka asosan

2

7 2
(x-a) o (u-A)"

1 2 o e e
X)=——e 2" —— |e “'°% du, (21)
Pq() V270 V2700, J

-5

2 2
2 2 ao,”+(x—ap)o;”
Bu yerda a=q+a,0°=0+0, va A="2272 1.

2 2
L—G (", /13 l funksiya ixtiyoriy fiksirlangan x uchun
\/ercrlaz \ 20,0,

2
[A,(U‘GJ) Jparamelrli normal zichlik funksiya bo‘lgani uchun un-
\ o
dan (~=.+») oralig'ida olingan integral birga teng va (21) tenglikdan

prl("‘):\/'z*;”e 20

kelib chiqadi.
Shunday qilib, bog‘ligsiz normal tagsimlangan tasodifiy miq-
dorlarning yig'indisi yana normal tagsimotga ega ckan.

11 BOBGA DOIR MASALALAR

I. Tanga uning gerb tomoni tushgunga qadar tashlanadi. Ele-
mentar hodisalar fazosi Q aniglansin. £ =£(w) — tanga tashlashlar

sonining taqsimot qonuni topilsin.

2. Diskret 2 tasodifiy miqdorning tagsimoti
£ C, . . .
P =/f)=m formula  orqali  aniglanadi.k =1,2,....
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Quyidagilarni toping: a) o‘zgarmas C sonni; b) P(§ 23) ni;
A =Sy Sty st

3. B tasodifiy nuqta markazi 4(0;a) bo‘lgan x*+(v—a)’ = 7
aylanada tekis tagsimlangan, C=(&,0) tasodifiy nuqta esa 4 va B
nuqtalardan o‘tuvchi to*g‘ri chiziq bilan absissa o‘qining kesishgan
nuqtasidan iborat. & tasodifiy miqdorning tagsimot funksiyasi va
tagsimot zichligi topilsin (¢ ning tagsimoti Koshi tagsimoti deyiladi).

4. Indikatorlarning quyidagi xossalarini tekshiring /7, =/ ,(®):

lp=0,1,=1, I, +I;=1, L =1, L=l + =1,

I, =1-TI(121, ), E—<T|(IEr =)
U 4 k=1 U4 k=1
k=1 Fal
5. 0.1.2.... giymatlarni qabul qiluvchi & tasodifiy miqdor
geometrik tagsimotga ega bo*lishi ucnun ushbu

P{&=k+r/E2k}=P{E=r}, (r2])
Xossaning o°rinli bo‘lishi zarur va yetarli ekanligi isbotlansin.

bog*ligsiz mxodmy miqdorlar F,(x) = P(;, )
E van

Bolcq Cones
Sy 1 ValE =imax) £ L ]-mmm. ,;,,} bo‘lsin.
tasodifiy migdorlarning tagsimot funksiyalari topilsin.

7. & tasodifiy miqdor o‘zi bilan bog‘ligsiz bo‘lishi uchun
P(E = const)=1 shartning bajarilishi zarur va yetarli ekanligi isbot-

lansin.

8. Qanday shart bajarilganda & va siné tasodifiy miqdorlar
bog*ligsiz bo*ladi?

9. Q= [0.1], 2 esa [0.1] oraliqdagi Borel to‘plamlarining o —
algebrasi va P — Lebeg o‘lchovi bolsin. (Q,‘)l.[’)—- ehtimollar fazo-
sida & =" (n=1,2,...) tenglik yordamida &,&,,... tasodifly miq-
dorlar ketma-ketligi aniglangan. Agar 4, =lwe Q:énsl/n} bo*lsa,

n

U A, va m A, hodisalar topilsin.
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10. (Q,2,P) — ehtimollar fazosi [0,i] kesma, undagi Borel
to‘plamlarining o - algebrasi va Lebeg o*Ichovidan tashkil topgan. Agar
1/4,0e [0:1/4),
a) £ =41/2.we[1/4;3/4),bo'lsa,
[Loe[3/41]

b) £ = /2 bolsa; ¢) £ =1/2 bo'lsa, & yaratgan o-algebrani
tasvirlang.

11. £ va n bog'ligsiz tasodifiy migdorlar bo‘lib, F(x) va G(x)
mos ravishda ularning tagsimot funksiyalari bo‘lsin. &n va £/7m
tasodifiy migdorlarning tagsimot funksiyalarini toping.

12. £ va n tasodifiy migdorlar mos ravishda f(x) va g(x)
tagsimot zichliklariga, F(x) va G(x) taqsimot funksiyalarga ega.

¢ =(g,,5,) tasodifiy vektor. p(x,y)= f(x)g(y)(1+r(F(x),G(¥)).
taqgsimot zichligiga ega, bu yerda r(x.y) funksiya
! |
,T‘jl‘]"(”"’)k_]’ Jr(u.v)dv: _(r(u,v)clu =0
Ozvel
shartlarni qanoatlantiradi. ¢ vektor komponentalari bo‘lgan ¢, va g,
tasodifiy miqdorlarning tagsimot zichliklari topilsin. )

13. 0<x<a, 0< y<b to‘rtburchakdan tasodifan, tekis tagsi-
motga ega bo'lgan nugta tanlanadi. Uning (£,7) koordinatalari bog'-
ligsiz ekanligi isbotlansin.

14. x* + 3y’ <R doiradan tasodifan, tekis tagsimotga cga bo‘l-
gan nuqta tanlanadi. Uning (£.77) koordinatalari bog*ligli ckanligini
ko‘rsating.

15. (€2.20, P) - ehtimollar fazosi bo‘lib, bunda € — har biri mus-
bat ehtimolga ega bo*lgan » ta nugtadan iborat. Bu fazoda aniglangan
va har qaysisi » ta turli giymatiarni qabul giluvchi ikkita bog'ligsiz
tasodifiy migdorlar mavjud emasligi isbotlansin.

16. Q=[0,1] oralig, 2 uning Borel to*plamlaridan tashkil top-
gan o —algebrasi, P~Lebeg o‘lchovi bo‘lsin. (€.2(, P)— chtimollar
fazosida bir ehtimol bilan o‘zgarmas songa teng va &(w) = bilan

0 0

bog‘ligsiz bo‘lgan tasodifiy migdor mavjudmi?
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TEST SAVOLLARI

1. £ - simmetrik tangani 3 marta tashlanganda tushgan gerblar

soni bo‘lsa, £ ning tagsimot qonuni yozilsin.

T s L B g5 LG el tniy #heg
P 1/8 3/8 3/8 1/8 P U4 14 14 Y%

G S0t o da? 5 3 D Sibalepr e
P: 1/8 1/4 3/8 1/4 B: 13 13 173

2 [a,b] oraliqda tekis tagsimlangan tasodifily miqdorning zich-
lik funksiyasi va tagsimot funksiyasini toping.

[ 0.x<a.
[0,xE[a,b],

AT () =4 g F a<\<b
J(x) |1, xe [a.b] G {
LI..\>b
0,x<a,
l() XE [u /)] :
B. f( i F(x _4‘—‘ a<x<h,
|l 5 N [cl./’]
oo []..\>b
‘ 0. x€ [a,b], 0,x<0,
C.f(x) F(x)=14 x0sx0si;
a,b
g velad] x>
0,x<0,
0, x&[0,1],
D. f(x \‘ B ' ) ” I“(<\'):'{ x,0< x<l1,
|1, xe [0,1]

{5218
3. Qanday shart bajarilsa &
ligsiz bo‘ladi?
A. Har doim B. Hech gachon
C. Agar P(& = const)=1 bo‘lsa D. To‘g'ri javob yo*q.

tasodifiy miqdor o‘zi bilan bog’-

4. ] =1 ()~ A hodisaning indikatori. Noto‘g‘ri munosabatni
ko‘rsating.
AST sl T

~
W



B. I (w)<I,(w) tengsizlik barcha we QO lar uchun 4 B
bo‘lganda va fagat shundagina bajariladi.

G = IRl

D. I(0)=0;],(w)=1.

5. Mumkin bo‘lgan giymatlari ayrim ajralgan sonlar bo‘lib,
ularni tayin ehtimollar bilan gabul giladigan miqdorga ... deyiladi.

A. singulyar tasodifity miqdor B. diskret tasodifiy miqdor

C. uzluksiz tasodifiy miqdor D. normal tagsimot.

6. Tagsimot funksiyaning giymatlari qaysi oraliqda o‘zgaradi?

A.(0,1) B.(02)  C.(—o0,+») D. [0.1].

7. X uzluksiz tasodifiy miqdor bo‘lsa, quyidagi tengsizliklarning
qaysinisi to‘g‘ri?

A. Pla<x<b)=F(b)+F(a) B. Pla<x<b)=F(b)/ F(a)

C. Pla<x<b)=F(b)-F(a) D. Pla<x<b)=F(b)F(a).

8. Tagsimot funksiya uchun quyidagi xossalardan qaysi biri o°rinli?

A.uzluksiz  B. o‘'suvchi C.davriy D. chegaralangan.

9. Agar diskret tasodifiy migdor uchun P{& =k} ——

e n+2’
k=1,2...,n—1 bo‘lsa, 0*zgarmas ¢ ning qiymatini toping.
ARl g igrsY. . p. 2
n n+2 n-1 n
10. Tasodifiy miqdor zichlik funksiyasi

[ 0, agar x<0

plx) A=0

=4
3 1(3(’ # agar x>0,
bo‘lsa, o‘zgarmas son C ning giymatini toping.
A B. A e 1 o g
A A A+l
11. I, - A hodisa indikatori. To‘g ri tenglikni ko‘rsating.
AsieelaSRRIBE OG>0, D. I, >1,
12. I, =1 (@)~ A hodisaning indikatori. To‘g‘ri munosabatni
ko‘rsating.
Al gl =lad dig Boslgw=d,+1,
CA == DRls=1.
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13. (R,B(R)) oflchovli fazoda aniglangan singulyar ehtimol
o‘lchovining ta’rifini ko‘rsating.

A. Mos tagsimot funksiyasi uzluksiz, lekin uning o‘sish nug-

talaridan tashkil topgan to‘plamning Lebeg o‘Ichovi nolga teng

B. Mos tagsimot funksiyasi uzluksiz, lekin absolut uzluksiz

bo‘lmagan ehtimol o‘lchovi

C. Mos tagsimot funksiyasi diskret, ammo uning o‘sish nuqta-

laridan tashkil topgan to‘plam musbat Lebeg o‘lchoviga ega

D. Mos tagsimot funksiyasi uzluksiz va uning o‘sish nuqtala-

ridan tashkil topgan to‘plamning Lebeg o‘lchovi birga teng.

14. (Q,2, P) — ehtimollar fazosi. To*g'ri ta’kidni ko rsating.

A. Q da aniglangan va diskret qiymatlami qabul giluvchi har

qanday funksiya tasodifiy migdor bo‘lmaydi

B. Har qanday 2l o*lchovli funksiya tasodifiy migdor bo‘ladi

C. Q da aniglangan har ganday funksiya tasodifiy miqdor bo‘ladi

D. © da aniglangan har qanday (R,B(R)) o‘lchovli funksiya

tasodifiy migdor bo*ladi.

15. Qanday & tasodifiy miqdor o'zi bilan bog‘ligsiz bo*ladi?

A. & har doim o*zi bilan bog*ligli

B. Agar u uzluksiz bo‘lsa

C. Agar P(& = const)=1bo‘lsa

D. To*g'ri javob yo‘q.

16. Agar & va 1 bog‘ligsiz tasodifiy migdorlar bo‘lib, p,(x) va
p,(x) lar mos ravishda ularning zichlik funksiyalari bo‘lsa, £ +n ning
zichlik funksiyasini toping.

A. Py, (x)= p(x)p,(x) B. p;,,(x)= Ip,(.\'%—y)pz(,\')dy

”

C. .psa(x) j’/)_‘(vv—.\’)/)A,(.\r')cly

D. p,. (x)= [/)E(.\'—»\r')[):(y)d}h

1
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17. (Q.7,.P) - ixtiyoriy ehtimol fazosi bo‘lsin. Ushbu
¢ :(Q.?f,)—-)(R,B(R)) uchun ganday shart bajarilsa, u tasodifiy miq-
dor deyiladi?

A. o'lchovli funksiya  B. sodda funksiya

C. uzluksiz funksiya ~ D. o‘zaro bir qiymatli funksiya.

18. x() fazodagi ushbu P.(B)=P|ow:é(w)e B} ko'rinishda
aniglanadigan P. ehtimol 0*lchovi & tasodifiy migdorning (R, B(R))
fazodagi ... deyiladi. ta’rifni to*ldiring.

A. zichlik funksiyasi B. tagsimot funksiyasi

C. Borel funksiyasi D. ehtimollik tagsimoti.

19. Agar F(x)=P( <x), xe R-¢ tasodifiy migdorning tag-
simot funksiyasi bo‘lsa, u holda P(£ > x) ehtimolni F(x) yordamida
ifodalang.

AR BEE( =0 " CoI=F(x) D. F(x+0).

20.Chekli  yoki sanogli sondagi {x,} qiymatlarni
{p‘.}(z P =l) ehtimollar bilan gabul giluvchi tasodifty miqdor ...

Kk
deyiladi. Ta’rifni toldiring.

A. uzluksiz  B. absolut uzluksiz  C. singulyar D. diskret.

21. Tagsimot funksiyasini /- (x)= ] p(y)dy ko'rinishda ifoda-
lash mumkin bo‘lgan tasodifiy miqgdor ... tasodifiy miqdor deyiladi.
ta’rifni to*diring.

A. absolut uzluksiz  B. vzluksiz  C. diskret D). singulyar.

22. (Q.ﬂ, P') ~ ehtimollar fazosi. To‘g‘ri ta’kidni ko‘rsating.

A. © da aniglangan har qanday (R,B(R)) o‘lchovli funksiya

tasodifiy migdor bo*ladi

B. © da aniglangan har ganday funksiya tasodifiy funksiya

bo*ladi

C. Har ganday A o‘lchovli funksiya tasodifiy migdor bo'ladi

D. To‘g'ri javob yo'q.
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III BOB. TASODIFIY MIQDORNING SONLI
XARAKTERISTIKALARI. MATEMATIK KUTILMA

Har bir tasodifiy miqdor o‘zining tagsimot funksiyasi orqali to‘la
aniqlanishini biz avvalgi bobda ko‘rgan edik. Kuzatuvchi nuqtayi
nazaridan, bir xil tagsimot funksiyaga ega bo‘lgan tasodifiy
miqdorlarni, garchan ular turli ehtimollar fazosida aniglangan bo‘lib,
turli hodisalarni tasvirlasalar ham bir-biridan ajratib bo‘lmaydi.
Ammo tagsimot funksiyalari turlicha bo‘lgan tasodifiy miqdorlar
berilgan bo‘lib, ularni taqqoslash talab gilinsa, ma’lum qiyinchiliklar
paydo bo‘ladi. Ba’zi hollarda bunday qiyinchiliklar oson yechiladi.
Masalan, agar Bernulli sxemasida bizni yutuglar soni gizigtirayotgan
bo'lsa. u holda ikkita Bernulli sxemasidan qaysi birida yutugning
chtimoli katta bo‘lsa, xuddi shunisini tanlash kerak ekanligi tabiiy.
Umumiy holda esa ikkita tagsimot funksiyani qanday taggoslash
tushunarli emas va shuning uchun ham har bir tasodifiy migdorni biror
son (balki bir gancha sonlar) bilan xarakterlash maqsadga muvofiq
bo*lib, ular tasodifiy miqdorlarni ma’lum ma’noda tartiblashga sabab
bo‘lar edi. Tasodifiy migdorning bunday xarakteristikalaridan biri
uning o‘rta giymati yoki matematik kutilmasidir.

Mazkur bobda biz tasodifiy miqdorning matematik kutilmasini
O rganamiz.

1-§.Diskret tasodifiy miqdorning matematik kutilmasi

tasodifiy migdor chekli sondagi a,a,,....a, qiymatlarni

p, = P(&, = a,) ehtimollar bilan qabul gilsin. & tasodifiy miqdorni »

marta o*tkazilgan tajribada kuzataylik va uning bu tajribalarda gabul

gilgan giymatlarini x,,x,,...,.x, orqali belgilaylik. U holda bu kuza-

tilgan qiymatlarning o‘rta giymatini ushbu ko‘rinishda ifodalash
mumkin:

" PO o
»Il;;\, ‘;;"r%j;q/\/n({é:UI})' (1)
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bu yerda k, va N, (A) orqali mos ravishda biz o‘tkazgan tajribalar
seriyasidagi A={¢ =a | hodisaning ro‘y berishlar soni va chastotasi
belgilangan. (1) formulada chastotalarni ehtimollar bilan almashtiril?.
biz & tasodifiy migdorning matematik kutilmasi (voki o‘rta qiymati)
deb ataluvchi ushbu

ap, =M

=1
qiymatni hosil gilamiz. Ixtiyoriy diskret tasodifiy miqdorning mate-
matik kutilmasi ham yuqoridagi kabi aniglanadi.

1-ta’rif. {x,| giymatlarni p, ehtimollar bilan qabul giluvchi &
diskret tasodifiy miqdorning matematik kutilmasi deb

Mg :Z'\'A-.UA (2)
k

yig'indiga aytiladi. Shu bilan birga. agar £ tasodifiy migdor sanoqli
sondagi giymatlarni gabul gilsa, u holda (2) qator absolut yagin-
lashuvchi bo‘lishi zarur, aks holda £ tasodifiy migdorning matematik
kutilmasi mavjud emas deb hisoblanadi.

1-izoh. Diskrel tasodifiy miqdorni ta’riflashda u gabul giluvchi
qiymatlarining tartibi biz uchun ahamiyatga ega emas, shuning uchun
ham (2) gatorning yig‘indisi qo‘shiluvchilarning fartibiga bog'lig
emasligi tabiiy, bu esa qator absolut yaqinlashgandagina o‘rinli.

Agar £ =0 bo‘lsa, u holda (2) tenglikning o*ng tomonidagi gatos
yoki absolut yaginlashadi yoki += pa uzoglashadi. Oxirgi holda
M¢ =+ deb hisoblanadi.

Diskret tasodifiy migdorlarning matematik kutilmasini hisob-
lashga doir bir gancha misollar ko‘ramiz.

&

I-misol. & tasodifty miqdor x,x,,...x, giymatlarni bir xil

pi=RlE =5 :% ehtimollar bilan qabul gilsin. U holda

R I X+ X,
ME==3 x="—"—
Pt n

bo‘lib, matematik kutilma x,,x,,...x, sonlarning o‘rta (arifmetik)
qiymatiga teng bo‘ladi.
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2-misol. (n:p) parametrli binomial tagsimotga ega bo‘lgan g,
tasodifiy migdorning matematik kutilmasini topamiz:
i n x 5 A n i
May = 342, (k)= SACL (1) = Sk st =
k=0 k=0 /;=o I"(” /‘)'
] & =i n=1 = 2
(1= p) F=npd GEpI ==

n—k =0

(n—
= ”PZ (/.-]

—WZ”Aﬁmw

=0

3-misol. & parametri A bo‘lgan Puasson tagsimotiga ega bo‘lsin.

U holda
© k- @) 1
Me = Z/\—-U Ao g Z(%_‘Tzﬁe"z%=le"e"' =
ikl =l : =0

Demak, Puasson tagsimotining matematik  kutilmasi uning
parametri A ga teng ekan.

4-misol. p-parametrli geometrik qonun bo‘yicha tagsimlangan &
tasodifiy migdorning matematik kutilmasi

1

(@ alio)
ME =% kpg" /1(/?/\1//‘4 = pg Sat ) = /}‘/[_ = _=li=2
=0 i=0 t =0 Jg ] ),/ (l=¢q) p»~ P

’ . 4 Ryshs
yan ” " ko*rinishga ega.
ST L conlarni gabul giluvehi & -tasodifly miq-
S5-misol. Musbat butun sonl.-nnl gabul giluveht & -tas

dor uchun p, = P(& = k) /(/ 1) (k =1,2,...) bo‘lsin. U holda
o K |0

o i
K = i 25 00D,
,}-‘I ki /2‘] Je+1
va demak, /\/; o, o
6-misol. & -tasodifiy migdor x, =(=1)'k qumdtl'\rnl Pr = “/H“

ehtimollar bilan gabul gilsin. k =1,2,.... U holda
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@0 1 Ea 1
—1 kk = —_— =t
gl( ) ’k(k-{-l) g‘lkﬂ 22
bo‘lgani uchun £ tasodifiy migdorning matematik kutilmasi mavjud
emas.

2-§. Diskret tasodifiy migdor matematik kutilmasining asosiy
xossalari

é=¢(w)~(Q,4AP) ehtimollar fazosida aniglangan tasodifiy
miqdor  bo‘lsin. Agar © fazoni chekli yoki sanoqli
Q=ZA,, AN A4,=9,i#j yig'indi shaklida ifodalash mumkin bo’-

lib, har bir 4,€ A hodisada &(e) o‘zgarmas giymatni gabul gilsa:
E(w)=x,me 4. uholda & sodda tasodifiy miqdor deyiladi.
Tushunarliki, sodda tasodifiy migdor

£=¢(0)=3 51, (0) 3

ko‘rinishda ifodalanadi.

Ixtiyoriy diskret tasodifiy migdor sodda tasodifiy migdor va
aksincha, har ganday sodda tasodifiy migdor diskret ekanligini ko‘rish
qiyin emas.

Haqiqatdan ham, agar diskret tasodifiy miqdor x,,x,.... qiymat-
larni qabul qgilsa, uni (3) yig‘indi shaklida vozish mumkin, bunda
A,:{w:.f(w):x,}e A

1-ta’rifdan sodda tasodifiy migdorning matematik kutilimasi

Mé=Y xP(4) (4)

yig‘indiga teng ekanligi kelib chigadi.

Sodda tasodifiy migdor matematik kutilmasining yuqoridagi (4)
formula orqali keltirilgan ta’rifi ma'noli bo‘lishi uchun uning to‘g'ri
ekanligiga, ya'ni M¢, £ tasodifiy migdorning faqat o‘ziga bog'liq
bo‘lib, uning (3) ko‘rinishida ifodalanishiga bog'liq emasligiga

ishonch hosil gilishimiz zarur. & =£(@) sodda tasodifiy migdor (3)
ifodadan tashqari yana boshqa
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£=¢(0)=2 1y (@)
ke‘rinishga ega bo‘lsin, bu yerda ZB/ =Qva BB =0,j#k.

C,=4,NB, deymiz va C, to'plamda &(w) migdorning z
giymati bir vagtning o‘zida ham x, ga, ham y, ga teng va har ganday
i uchun A :ZA,BA va har bir j uchun B, :ZA,B/ bo‘lgani

sababli
Z.\',P(A,) };\,iP( B )= i‘(gzuP(Cv)J:i:UP(CU):

= 21‘ Z:,/P(C”)j:zl_v,(ZP(,{B,)J:ZLP(B,),
r=r G e = =
munosabat o‘rinli. chunki absolut yaginlashuvchi qatorning hadlarini
ixtiyoriy tartibda yig*ish mumkin.

Endi diskret tasodifiy migdorlar matematik kutilmasining asosiy
xossalarini keltiramiz.

I-teorema. 1°. Agar & va 1 — diskret tasodifiy migdorlar bo‘lib.
ME, M matematik kutilmalar mavjud bo*lsa, u holda ixtiyoriy a va
b hagigiy sonlar uchun of + by tasodifiy miqdorning matematik
kutilmasi mavjud bo*lib,

M(a& +bn)=abs + bMny
tengl inli Im‘i.di
2 car -0 bo'lsa, ME& =0. Agar ME va Mn matematik
Jeutilme 11 1T may |<'J bo'lib. & =7 bo‘lsa, uholda M¢& = Mn bo‘ladi.
3°. Agar H 5 bo'lib, My chekli bo‘lsa, A5 ham chekli

bo‘ladi. Asar ME va Mn matematik kutilmalar chekli boisa, u holda
M (& 4+ 1) ham chekli.

Ishot. 1°. &(w) va n(w) tasodifiy miqdorlar 4,4,,... va
B.B.... toplamlar indikatorlarining chizigli kombinatsiyalaridan

iborat bo‘lsin, ya'ni

o)=Y xd,(w) (o) Z\ I,, (o)

pa



C= S4B, etip belgilaymiz. UAB =Q va weC uchun

("’)+ bn (‘0)- ax; + by tenglik o rmh Bundan matematik kutilm-
aning ta’rifiga ko' rq,

UGS +m)=5 3 a4y, )P(C,) =53 e+, }P(45,) -

i=l o1 i=l =l

=Z]‘a"izP(A,Bj)+2b)rliP(A,BJ)= ay X P(4)+
& i=1 J=l i=1 i=l

+beIP(Bj )=aME +bMn.
=l

2°. Agar £39 bo‘lsa, (3) munosabatdan x, =0 b()'lgarfl sa-
babli ME20. Agar £257 bo'lsa, u holda £ =5+ (£ —n) tenglikdan
1°-xossaga ko'ra pe =M+ M(-n) bo‘lgani sababli Mg = Mn
kelib chigadi, chunki # 2n tengsizlikdan M (£ -1)=0.
. §=lel,,'(m),q=2y,lu (@) va [£|<n bolsin. U holda
=1 =1 d

we A B, munosabatdan ixtiyoriy i, j uchunlx,|£y/ ckanligi kelib
chigadi. Shu bilan birga

ZP(A,B,): P(B,) va }: P(AB)=P(4)

tengliklar o*rinli. Bundan foydalanib va absolut yaqinlashuvchi gator-
ning hadlarini ixtiyoriy tartibda yigish mumkin ckanligini hisobga
olib, quyidagini topamiz:

,11§=Z,1‘,P(A,)SZ|XI|]) Z' Iv (48)
= i=1
<Xy, Y P(4B)= 3 3, P(B,)= M <
yl =l J=1
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3-§. Tasodifiy migdorning matematik kutilmasi (umumiy hol)

2-teorema. Agar {ﬁn(w)} — diskret tasodifiy miqdorlar ketma-
ketligi £(@) tasodifiy migdorga tekis yaqinlashsa, u holda M¢, mate-
matik kutilmalar ketma-ketligi Koshi ma’nosida fundamental bo*ladi.
Isboti. & — diskret tasodifiy migdor uchun

ZAP(A) Z] | P( A)<bupl ,ZP(A)_
sup[ ]—sup[f l (5)

munosabat o‘rinli. Bundan foydalamb quyldagini topamiz:
|ME, - ME, ,-]M £, )’<supl_” ;‘,,,(a))l—»o,n,m—-wo.

Demak, { A& } ketma- I\Cllll\ fundamental ekan. Teorema is-

fM =

botlandi.

3-ta’rif. &=¢ (o)
tasodifiy miqdor, &, (») esa &(w) tasodifiy miqdorga tekis yaqin-
lashuvehi diskret tasodifiy migdorlarning ixtiyoriy ketma-ketligi bo‘l-
sin. U holda & tasodifiy migdorning matematik kutilmmasi deb ushbu

M¢E =limM¢,

(m)—(Q,,’J.P) ehtimollar fazosida aniglangan

giymatga aytiladi.

2-izoh. Yetarlicha katta » sonidas boshlab ME, matematik
kutiln.alar bir vagtda yoki mavjud, yoki mavjud emasligi ravshan.
Oxirgi holda /5 mavjud emas deyiladi.

& tasodiliy  migdorning  yuqorida keltirilgan ta’rifi ma’noli

ckanligini ko‘rsatamiz.
Birinchidan (€, 4, P) fazoda aniglangan ixtiyoriy % tasodifiy
migdor uchun unga tekis yaqginlashuvchi diskret tasodifiy miqdorlar-

ning ketma-ketligi mavjud.
Hagqigatan ham, har qanday natural # va butun 4 sonlar uchun

IR BT BT 1 1
b [ §lw)= } n e uf 5 n’on IE/I

n n

va Y A" = munosabatlar o‘rinli.
A L

oo
W



s :
=D =15 ()
£(0)= %1 1,(0)
< 1
deb belgilaymiz. U holda £, ()£ ()[< i

Ikkinchidan, agar £ (o) va n,(e) diskret tasodifiy migdorlar
ketma-ketligi £ (@) tasodifiy miqdorga tekis yaqinlashsa, u holda
lirl’,l ME = },1_1,11 Mn,
tenglik o‘rinli, ya'ni Mé,"-:f tasodifly migdorga tekis yaqinlashuvcbi
& (@) ketma-ketlikni tanlashga bog'liq emas.
Hagiqatan ham, (5) tenglikdan
0< |M€" = Mn,,|=‘M(§” -7, )ls sgg‘_f”(m)— n,(o )‘ <

S(Sgg'lg"(a))‘é(ﬂ))|f ?9215(‘”)"""("’ ) J—) 0,n—> %

munosabatning o°rinli ekanligi kelib chigadi. 5
Matematik kutilmaning ta’rifidan va I-teoremadan bevosita
ushbu teorema kelib chigadi.
3-teorema. 1°. £ va n tasodifiy migdorlar MZ va Mn mate-
matik kutilmalarga ega bo‘lib, ¢ va b — ixtiyoriy sonlar bo‘lsin. U
holda M (ag + bny) mavjud bo'lib,
M(a& + bn)=aMé + bMn
tenglik o*rinli bo*ladi. 2
2°. Agar £20 bo‘lsa, u holda MEZ >0'. Agar ME va Mn
matematik kutilmalar mavjud bo‘lib, £ =7 bo‘lsa, u holda ME = Mn
bo‘ladi. ) :
3°. Agar ME chekli bo‘lsa, u holda Mn ham chekli boladi.
Agar [£|<n bo'lib Mn chekli bo‘lsa, u holda ME ham chekli
bo‘ladi.
Bu teorema diskret tasodifiy miqdorlar uchun isbotlangan 1-teo-
remaning analogidan iborat,

" Musbat tsodifiy migdorlaming matematik kutilmasi har doim mavijud
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4-teorema (matematik kutilmaning multiplikativlik xossasi).

Agar & va 5 bog'ligsiz tasodifiy miqdorlar bo'lib, ME va Mpy
matematik kutilmalar chekli bo‘lsa, u holda
Mé-n=ME- Mn

tenglik o‘rinli.
Isboti. £ va 77 tasodifiy miqdorlar bog*ligsiz bo‘lsin. Agar & va

n diskret tasodifiy migdorlar bo‘lib, & :]\2,\",1,,‘_ (@), n:ilyjlgj (@)
= =

ko‘rinishga ega bo‘lsa, u holda ixtiyoriy k, j butun sonlar uchun
P(4,B,)=P(A,)- P(B,) tenglik o‘rinli. Demak,

\

Mé-n= \/I ZZ\,\ U (1) I Z\‘\ P(AB) ii\ »,P(4)P(B)=

k=1 =}

=Y SRl )Z v,P(B,)= M&- Mn.
k=1 j=1

Agar & va 5 tasodifiy migdorlar bog*ligsiz bo‘lsa, u holda (6)

formula orgali iil\du]ungun & () va

pin) __ _I j+!
n, ()= o (@), B ’—{m.;s;](a))<--”-~}

disk =t tasodifiy nnqdm‘lur han. vog Yasiz bo‘ladi. Demak, yuqorida
isbotlanganiga ko‘ra, M&n, = MEn, terelik o‘rinli. &, (o) ketma-
ketlik ) ea 1,(@) ketma-ketlik n(@)ga tekis yaginlashgani
uchun & (o)., (@) ketma-ketlik &(@)-n(@)ga tekis yaginlashadi.
Demak, matematik kutilmaning ta’rifiga ko‘ra

ME -1 =limMEn, = ,l,i'." Mén, = ,l,",n ME, ,lllin Mn,=M&-Mn.

Teorema ishot bo*ldi.
T-natija. Agar £.£,,...¢, bog'ligsiz tasodifiy migdorlar bo'lib,

ular chekli matematik kutilmalarga ega bo‘lsalar, u holda
MEE, - & = ME - MeywMe,

tenglik o‘rinli.
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5-teorema (Monoton yaqginlashish hagidagi teorema). £ (o) -
manfiy bo‘lmagan tasodifiy miqdorlar  ketma-ketligi  uchun
&, <&,m=12,.. va lim‘ (w)=§(w) munosabatlar o‘rinli bo‘lsin.
Agar ME, matematik kutllmalar mavjud bo‘lib, i Mg, < bo‘lsa,

u holda & tasodifiy miqdoming matematik kunlmasl chekli bo‘lib,
ME =limM¢, tenglik o°rinli bo‘ladi.

Ishoti. 0<&,(w)<&(w) bo'lgani uchun 3 teoremaning 2 -
xossasiga ko‘ra 0< ME, < M& va
hmA'\/Iﬁ"S Mg . (7)

(k) _ I’ £ - J el
4 { __<§” f & Z]T pt (w) bo‘lsin. U
holda &, £&, 115 Ahmg,,,l. =£, munosabatlar o‘rinli. 7, = max<,, sod-
fe—yrs 1<nzk
da tasodifiy miqdor va 0<n, :{nmf;”,,;, < max &, ,.,=1;,, bo‘lgani
<k Ien<k+1 ™"
uchun 77, monoton o'sadi. 7 = }iﬁmr),._ bo‘lsin. U holda har bir 4 uchun
<¢&, ckanligidan
]imM-_L =Mn< lxm ME,. (8)
Shu bilan birga, n<k bo'lsa,, <1, <5 va bundan k —> = deb bar-
cha n lar uchun &, <n tengsizlikning o‘rinli ekanligini hosil gilamiz.
Demak, &é<n va ME< Mn tengsizliklar, (7) va (8) munosabatlar
bilan birga teoremani isbotlaydi.
Diskret tasodifiy miqdorning matematik kutilmasi
ME = Z.\', Pl - x;)
k
Formula orqali ifodalanishi bizga ma’lum. Quyida absolut uzluksiz

tasodifiy miqdorlaming matematik kutilmasini hisoblash formulasini
keltirib chiqaramiz.

6-teorema. Agar ¢ tasodifiy migdor p,(x) zichlik funksiyaga
ega bo‘lib,

“\(p ¢/\
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bo‘lsa, u holda

Mé = ]..\'p:(x)dr ©)

tenglik o‘rinli.
Isboti. Biz p; (x) Riman ma’nosida integrallanuvchi va (9) teng-

likning o‘ng tomonida Riman xosmas integrali turibdi deb, faraz
gilamiz (teoremaning isboti Lebeg integrali uchun ham o‘rinli).

Frio k+l ; PR
= e (w)= -2,—} hodisalar va &, = A.__Z,,«n = 4 (@) sodda
tasodifiy migdorlar ketma-ketligini kiritamiz. U holda lim M&, = MS
n—wx
tenglik o°rinli. Shu bilan birga
k1
: n2"=1 4 n_ "-1 2%
ME, = 3 —P(4)= X _[ pQodu
k==n2" < I——n’”"
v
k+1 (+1
" n2"-1 2 nall<1 44
— k+1 *
J‘.\‘/J(A )X \_ [ ap(x)dy = Z _:, J- p(x)dx <
n k n2" k prs ollic k
f=n2 ik
S

; L '[/)(.\')(/\':'»l-»ﬂi I,\'p(.\‘)c/,\'
pani® k. n

—o

munosabatlar o‘rinli.

| xp(x)dx - < M¢E, < I.\'])(.X)(/.\‘
"
tengsizliklardan n —» oo da (9) 1011g>i7.likning o‘rinli ekanligi kelib chi-
qadi.

Endi absolut uzluksiz tasodifiy miqdorlarning matematik kutil-
masini hisoblashga doir bir nechta misollar keltiramiz.
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7-misol. & —[a,b] oralig‘ida tekis tagsimlangan tasodifiy migdor
bo‘lsin. Bu holda x<a yoki x>h bo‘lsa, p(x)=0 ekanligini hisob-
ga olsak,

T
Mg = J*P(")""f -

Kutganimizdek, M¢ soni [a,b] oraligning o‘rtasi bilan ustma-ust
tushar ekan.

8-misol. (a,a) parametrli normal tagsimotga ega bo‘lgan & ta-
sodifiy miqdoming matematik kutilmasini topamiz:

’ ™
ME = j X, (x)cx = ITexU {x ”) ‘d

r X

Oxirgi integralda _y:( —a% almashtirish bajarib, quyidagiga
ega bo'lamiz:

Me= J-cn+a [i__fd}'_ J-_/__expl[l

o fisd
= ) —_— (I’ = (y If =d.
o J{) exvi T[4 a_,lf'/l y)dy=a

Bu yerda birinchi integralda integrallanuvchi funksiya toq funksiva
bo‘lgani sababli nolga teng, ikkinchisi esa standart normal zichlik
funksiyadan olingan integral bo‘lgani uchun birga teng. Shunday qilib
M¢& =a, ya'ni normal tagsimotning birinchi parametri uning mate-
matik kutilmasidan iborat ekan.

9-misol. £ tasodifiy miqdor Koshi zichlik funksiyasiga cpa
bo‘lsin:

!
(14 x? )'

K(x)=

ax & > A . . .
U holda J- I ' =00 bo‘lgani uchun, £ ning matematik kutilmasi
%)

mavjud emas.
10-misol. (o, A)-parametrli gamma tagsimotning matematik
kutilmasini hisoblaymiz. Gamma tagsimotning zichlik funksiyasi
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f0,x<0,
p: (\) :.{ Aul,a—le—ix = 0

™ T
bo‘lgani sababli
D O g 5 el
Al: — jA_ e (’—/"\d.\’ = 1 Iu"e‘"du = I:((Z+n — 1
o Tle) AL(ax) 5 Al(@) A

4- §. Tasodifiy migdor funksiyasining matematik kutilmasi

E(Q.AP) ehtimollar fazosida aniglangan tasodifiy miqdor
bo‘lib, g(x) esa R da aniglangan biror Borel funksiyasi va n = g(£)
bo‘lsin. U holda n ham (.4, P) fazoda aniqlangan tasodifiy miqdor
bo‘ladi (Il bob, 2-teorema). Uning matematik kutilmasini hisoblash
uchun II bob 7-§ dagi formulalardan 5 tasodifiy miqdorning taqsi-
motini topib, so‘ngra avvalgi paragrafdagi ta’rifdan foydalanish
murmkin. Ammo biz boshqa, qulayroq usulni qo‘llaymiz.

Avval x, x,, ...qiymatlarni p, = P({ =x,) ehtimollar bilan
qabul qiluvehi & diskret tasodifty miqdorni ko‘ramiz. Bu holda
n = g(&) tasodifiy migdor g(x),g(x;),...,g(x,).... giymatlarni p,
chtimollar bilan qabul gilishi bizga ma’lum. Shuning uchun ham, agar

>

=1

shart bajarilsa, u holda 7 tasodifiy miqdorning matematik kutilmasi
Mn = Mg(£)=> g(x)p,
i=l

formula orqali aniglanadi.
Endi & tasodifiy miqdor absolut uzluksiz bo‘lib. p.(x) uning

g(x)|p, <=

zichlik funksiyasi bo‘lgan holni garaymiz.
7-teorema. Agar & p, (x) zichlik funksiyaga ega bo‘lib, g(x) R

da aniglangan uzluksiz funksiya bo‘lib,

%

[ i}:(.\‘)ip; (x)dx

)

A)l



integral absolut yaqginlashsa, u holda

@

Mn=Mg(€)= [g(x)p, (x)dx 10)

tenglik o‘rinli.
Isboti. Teoremani avval [a,b] oraligda aniglangan uzluksiz g(x)
funksiya uchun isbotlaymiz. Har qaysi n=1,2,... sonlar uchun
& 0,x¢la.b),
4 9k va g,,(x)=( [ )
n [\ &) Xy gy < X< X,
£ >0 ixtiyoriy musbat son bolsin. U holda fagat £ ga bog‘liq
bo‘lgan shunday n, natural son topiladiki. barcha
day xe[a.b] sonlar uchun

X 0K deb belgilaymiz.

n=n, va har gan-
g,,(x)—g(x)l<e tengsizlik o‘rinli,ya’ni
g, (x) funksiyalar ketma-ketligi g(x) funksiyaga [a,b] oraligda tekis
yaqinlashadi. n,=g,(§) sodda tasodifiy miqdorlar ketma-ketligini
kiritamiz. Yuqorida isbotlanganiga ko'ra 1, tasodifiy migdorlar
ketma-ketligi n = (&) tasodifiy miqdorga tekis yaginlashadi. Demalk,
matematik kutilmaning ta’rifiga ko'ra,
limMg,(5)=Mg(&). (1)

Ikkinchi tomondan,
Mg, (& ):'kilg(x,.k) [ p:(x)dx = I:[;,',,(x ). (x)dx.
Bu tenglikdan va yuqorida ish(;llalngﬂn ‘;,'”(.r‘)»- ;_5(.\-)"' £ tengsizlikdan
n =, sonlar uchun
Ijg(X)pg (x)dx— Mg, (§)|< ¢

tengsizlik kelib chigadi. Bundan, (11) tenglikga ko‘ra (10) formulaga
kelamiz.
Endi g(x) =0 bo‘lgan holga o*tamiz. Ushbu

<n;

v 2(x), \A\'
Eou= ﬁ 0, N >n
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funksiyalar ketma-ketligini kiritamiz. 77, = g, (&) tasodifiy miqdorlar
ketma-ketligi n = g(¢) tasodifiy miqdorga monoton yaginlashadi.
Monoton yaqinlashish haqidagi teoremaga ko‘ra Mg, (&) T Mg(¢&)
munosabat o‘rinli. Bundan va

Mg, ()= [2g()p.()ds - [g(x)p, (x)dx
munosabatdan (10) tenglik manfiy bo‘lmagan g(x) funksiyalar uchun
o‘rinli ekanligi kelib chigadi.
Umumiy holda,
2(x) = max{ g(x);0} + min{ g(x);0} = g" ()~ g™ (x)
tenglikdan va teoremaning musbat g(x) funksiyalar uchun o‘rinli ekan-
ligidan,

Me()= Mg (5)~Mg™(£)= [g"()p,(x)ds~ [ g (x)p, (x)ds =

= f g(x) p. (x)dx.
Teorema isbot bo*ldi.

J-izoh. (10) formula g(x,.x,....,x,) funksiya R" fazoni R fazoga
akslantiruvehi # o°lchovli uzluksiz funksiya bo‘lgan umumiy holda
ham o‘rinli  ckanligini  yuqoridagi  kabi isbotlash mumkin.
£ (0L, nootlchovli tasodifiy vektor absolut uzluksiz bo‘lib,
Py, uning zichlik funksiyasi bo‘lsin. U holda matematik

kutilma

Mo(E5uitin) j Jg(,\‘l....,x“)pél‘”,;”(.\',,...,.\'")d\‘l~-- dx,
formula orgali hisoblanadi.
d-izoh. Tasodifiy migdorning tagsimot qonunini yozish ma’lum
giyinchiliklarga olib keladigan ba'zi hollarda matematik kutilmani
hisoblash uchun (10) formuladan foydalanmay, balki boshga (mate-
matik kutilmaning xossalaridan foydalanuvchi) turli usullar ishiatiladi.

93



11-misol. Standart normal tagsimotga ega bo‘lgan £ tasodifiy
migdorning matematik kutilmas:

ME :727 j xexpli—i‘;}dx =0.

n=c-£ +a tasodifiy migdor (a,o‘:) parametrli normal tagsimlangan
bo‘lsin. U holda, matematik kutilmaning additivlik xossasiga ko‘ra
Mn =0 M¢ +a= a ekanligi kelib chigadi. Bu tenglikni biz 8-misol-
da keltirib chigargan edik.

12-misol. n ta bog'ligsiz tajribalardan iborat bo‘lgan Bernulli
sxemasida, kuzatilayotgan A hodisaning ro‘y berishlar soni pg ni
W= py+ o+, yighindi shaklida ifodalash mumkin, bu yerda
#t, — A hodisaning j-tajribadagi roy berishlar soni. U holda

Mp,=0-q+1-p=p
bo‘lgani uchun matematik kutilmaning additiviik xossasiga ko‘ra
Mn=Mn,+Mn,+...+ My, =np

tenglik kelib chiqadi. Bu 2-misoldagi natija bilan bir xil, ammo juda
kam hisoblashlar yordamida olingan.

5-§. Dispersiya. Yuqori tartibli momentlar

Tasodifiy migdorni sonli xarakteristikalaridan yana biri uning
dispersiyasidan iborat.

4-ta’rif. & tasodifiy migdomning dispersiyasi deb 17 = M(E —ME)
songa aytiladi. o = [f_)cT giymatga & tasodifiy migdorning o‘rta
kvadratik chetlanishi yoki standart chetlanish deyiladi.

DéE dispersiya & tasodifiy migdoming giymatlari uning matema
tik kutilmasi atrofida qanday tarqalgan ekanligini xarakterlovchi
sondan iborat.

Dispersiyaning ba’zi xossalarini keltiramiz:

1.DE = ME* - (ME).

Hagigatan ham.

e = M(E = MEY = M(E* =2 ME)+(ME)) =
= ME* —2ME - ME +(ME) = ME* - (MEY.
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2. Agar ¢ tasodifiy miqdor yagona o‘zgarmas C sonni 1 ehtimol
bilan qgabul qilsa, ya'ni P(¢ =C)=1 bo‘lsa, u holda D& =0. Darha-
qiqat, MC=C tenglikdan DE = M(£ - C)*=(C-C)*-1=0.

3. Ixtiyoriy C soni uchun D(CE)=C*DE, D(¢+ C)=DE teng-
liklar o°rinli.

Isboti.

D(CE)= M(CE — MCE)* = M(CE —CMEY? = C*M(E — ME) = C*DE
D(E +C)= M(E + C—M( +C)) = M(E — ME + C—C)? = M(€ — MEY = DE.

4. Agar £ va n o‘zaro bog'liq bo‘lmagan tasodifiy miqdorlar
bo‘lsa. u holda D(& +n)=DE + Dn tenglik o‘rinli.

Ishoti. Matematik kutilmaning additivlik xossasidan foydalanib
quyidagini topamiz:

D(E +17)= M(E = MEY + 2M(E — ME)@ — Mn)+ M(n— Mn)* = DE + D,
bu vyerda &-ME va np—Mn tasodifiy miqdorlarning bog'liq
emasligidan M(E — ME)n — Mn)=M(E - ME)M(n—Mn)=0 teng-
lik kelib chiqadi.

4-xo0ssa faqat ikkita emas, balki juft-jufti bilan bog'ligsiz bo*lgan
7 ta tasodifiy miqdorlar yig*indisi uchun ham o°rinli ekanligini ko‘rish
(iyin emas.

13-misol. (n, p) parametrli binomial taqsimotga ega bo‘lgan
tasodifiy miqdorning dispersiyasini hisoblaymiz.

i tasodifiy miqdorning dispersiyasini hisoblash uchun 1 -xos-
sadan foydalanamiz. Mpu matematik kutilma 2-misolda topilgan edi:
Mt = np. Endi Mp® matematik kutilmani hisoblaymiz:

) Tl o fag
Mu? =Y k*C* p* (1= p)** :Zk“ -k

(=0 k=0 ki(n /)|17 (1‘13)

n

nel
\/ (”‘L’_‘_. . n=kiE +DC’ .p 1___ ” /s
W Gk ) "I)%(l ek

= ap(Mp(n—1)+ 1) = np((n—1)p+1) = (np)* + npq. (12)

Demak, Dy =Mp —(Mr])‘:- npq. (12) natijaga quyida keltirilgan
usul bilan osongina kelish mumkin: g (n) tasodifiy miqdorni n ta
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bog'ligsis tajribalardan thorat bo'lgan Bernulli sxemasida kuzati-
favotgan 4 hodisaning ro'y berishlar soni ckanligini hisobga olib, uni

L T B T TR Ty
ko'rinishdagi yig'indi shaklida ifodalash mumkin, bu yerda p, orqali
j-tairibada 4 hodisa ro'y bersa 1, aks holda 0 qiymat qabul giluvehi
tasodifiy migdor belgilangan. Har bir qo*shiluvchining dispersiyasi
Dy =0-Mp ¥ -q+(-Mp Y- p=(-p)qg+(1-p)p=
=pa+qp=pglp+q)=pq
va & . j=L2._ = tasodifiy migdorlar birgalikda bog‘ligsiz bolgani

uchum 4-xo0ssaga ko'ra ushbu
D =Dyn)=Dp, + D, + ..+ Du = npg
: :
14-misel. £ parametrli Puasson tagsimotiga ega bo‘lgan & taso-
dafrw smqdosning dispersiyasi topilsin.

Bunine uchun biz dispersiyaning | -xossasidan foydalanamiz.
Bizga ME =4 ekanligi ma'lum (3-misol). M£* matematik kutilmani
,. hisoblaymiz:
% R x k-1 _
y_’f‘:th". s D -)Z(/Jrl)-—e f=

M “uw =
Ao A o A, o
=AY j—€ 2} —e¢’ FA(ME+1)=A"+ L.
L L =6 7t
Shunday qilib,
DE=ME ~(ME)=N" +A~)" =),
ya'mi Puasson tagsimotining dispersiyasi ham, uning matematik
kutikmasi kabi /. parametrga teng ekan,
15-misol. [aJ)] oraligda tekis tagsimlangan ¢ tasodifiy
migdorning dispersiyasi (10) formulaga asosan topiladi:
.3 Z I 3 3] 2
bra I i | bea bray | (h~a)
E = i et s Y 3 st | | Pyne ol |~ o ]
i £ 2 Z )b—zadx }(b-—a;“ 2 (” 2 )l‘ 12

9




16-misol. (a,o’z) parametrli normal tagsimotga ega bo‘lgan 2
tasodifiy miqdoming dispersiyasini topamiz:

D= vf(x-ufm(x)dx: 'I""”z cxP% “"f)}a

Bu integralda y = ) almashtirish bajarib, quyidagini bosil gilamiz:

g 7
o 2 y i
pi=o' | ot

Hosil bo‘lgan integralni v= .;V__.duz_vexpigj- l{ deb olib.
bo*laklab integrallaymiz:
» 23 ] .

DE=c? [ epr Lidy=c [é(y)dy=c".

Demak, (u,a:) parametrli normal qonun bo°yicha tagsimlangan taso-

difiy miqdorning dispersiyasi uning ikkinchi parametriga teng ekan
17-misol. (a,2) -parametrli gamma tagsimoiming dispersiyasmi

: . o s s . - - . s o
hisoblaymiz. ME == ekanligini hisobga olib, dispessivaning 1 -
A

xossasidan foydalanamiz:

. oo ol s g e o Fla+2) a{al)
ME? = [22 ¥ g = 2 y&le ’L{;‘zt.f.‘l_.—=“'tz- ;
o ) A‘l‘((z\; A M{a) &
" »2 x{a+i) a @
1),':\1._: —(ME )‘=§-—L—-'_—:=,—~-
AT AT Tt

5-ta’rif. & —(Q..AP) chtimollar fazosida aniglangan tasodifiy
migdor va & > 0 biror son bo*lsin. Agar M|z «‘ matematik Kutilma mav-
jud bo‘lsa, u holda @, = M&E* songa & tasodifiy migdoming A-tartibli
boshlang‘ich momenti. m, \IL\ songa ©sa uning R-tartibli

absolut momenti deyiladi.
£~ ME  tasodifiy  migdorning  momentlatini - markaziy

momentlar deyiladi



Agar M& =0 bo‘lsa, u holda markaziy moment boshlang‘ich
momentga teng bo‘ladi. £ tasodifiy migdorning birinchi tartibli
boshlang’ich momenti uning matematik kutilmasi bilan, ikkinchi
tartibli markaziy momenti esa dispersiyasi bilan ustma-ust tushadi.

18-misol. (Normal tagsimotning markaziy momentlari). £ taso-
difiy migdor (a.c*) parametrli normal tagstmotga ega bo‘lsin. U hol-
da Mé=a, DE=0" ekanligi bizga ma’lum. £ tasodifiy miqdorning

markaziy momentlarini hisoblaymiz.

— i T 1 K m g ('\,_u)l '\ -
B, =M(-a) -m_iu—a) s ‘(d,\.

Bu yerda z=2"2 almashtirish bajarib, topamiz:
o

L G

ﬂm —JT?L{:. Cxpl—" zjdh

Agar m toq bo‘lsa, u holda 3, =0 bo‘ladi, agar m juft bo‘lsa

2 = / 2

(m=2k), u holda B,, =M(&-a)* = ZC; [z** exp *;.*J/(/" da
2T |
%:1 almashtirish bajarib quyidagiga ega bo‘lamiz:
') 1 l 2k
=M(@E-a)* = =2 (x
By (§-a)y J I ( )

= l~3~~(2/«~])o‘” =(2k-1)!lc*
19-misol. A -parametrli ko‘rsatkichli tagsimotga ega bo‘lgan &
tasodifiy miqdorning yuqori tartibli momentlari hisoblansin.
Yechish. & tasodifiy miqdorning zichlik funksiyasi

£ ning k-tartibli momentini 7-teoremadagi (10) formuladan foyda-
lanib topamiz:
08



fopi i . oo s i I(k+1
a, = ME* = [x*A-ePde=12 J‘x‘e"""d’f:**lk [rfe™tdr = (k )
J 2 A
0 0 ?
k!

Agar k musbat butun son bo‘lsa, l"(k + 1)= k! va a, =-/—1-k—.

6-§. Asosiy tengsizliklar

Matematik analiz kursidan bizga ma’lum bo‘lgan yig‘indi va
integrallar uchun isbotlangan ko‘p tengsizliklar ehtimollar nazariyasi
va matematik statistika kursida ham keng qo‘llaniladi. Shu bilan birga
chtimollar nazariyasining o‘ziga xos bo‘lgan tengsizliklari ham
mavjud. Bu tengsizliklarning barchasida matematik kutilma va yugqori
tartibli momentlar ishlatiladi. Bu paragrafda biz bunday tengsizlik-
larning eng muhimlarini keltiramiz.

Yensen tengsizligi. Agar M[j]<co va g(x) botiq funksiya
bo"lsa, u holda

Mg(S) = g(ME) il2)

tengsizlik o‘rinli.
Isboti. g(x) funksiya (a.h) (-» <a<b<») intervalda aniglan-

gan bo‘lsin. Agar ixtiyoriy x,.x,€ (a.b) va istalgan 0<0 <1 sonia

uchun ushbu
2O x,+(1-0)x,) 0~ g(x)+(1=-0)g(x;,) (14)
tengsizl 't o'rinli bo‘lsa, u holda g(x) furksiya (a.,b) intervalda botiq
deyiladi.
x,€ (a,b) ixtiyoriy son bo‘lsin. U holda a<x, <x,<x,<b

fengsizlikni ganoatlantiruvehi ixtiyoriy x;,x, sonlar uchun

g(n)-g%)  &lxn)gl) (15)

x| =X ¥ X2—Xg
fengsizlik o‘rinli. (15) tengsizlikni isbotlash uchun (14) ifodada

X, — X . = it
0 ~ deb olish kifoya. (15) tengsizlikdan
i e &
g(x )-g(xo) v - 8 Xy e ()
sup L RSO g o
X=X X2 >Xg Xy =Xqy

X} <0
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tengsizlikni qanoatlantiruvchi o‘zgarmas C soni mavjud ekanligi kelib
chigadi. Oxirgi tengsizlik o‘z navbatida
g(x)2g(x,)+C- (x—a) (16)

ko‘rinishdaboladi.

5-izoh. Agar g(x) funksiya ikkinchi tartibli hosilaga ega bo‘lsa,
u holda uning botigligi g"(x)=0 (a<x<b) tengsizlik bilan anig-
lanadi. Bu holda (16) tengsizlikda C= g'(x,) deb olish mumkin.

(16) tengsizlikda x, = M&, x=¢ deb va uning har ikkala tomo-
nidan matematik kutilma olsak, (13) tengsizlik kelib chigadi.

Lyapunov tengsizligi. Ixtiyoriy musbat r < s sonlar uchun

r‘% I %
(el )" <(migr )
Bu tengsizlikni isbotlash uchun g(x)=x% botiq funksiya va

tasodifiy miqdorlarga Yensen tengsizligini qo‘llash kifoya.
Gyolder tengsizligi. r>1, s> 1. %+%:] sonlar va &.,77

tasodifiy migdorlar uchun M|£[ <=, M|p| < o munosabatlar o*rinli
bolsin. U holda

i N
<(mgr ) (Mot V' an
Isboti. g(x)=~Inx,x>0 funksiya (0,%) intervalda aniglangan

botiq funksiya bo‘lgani tufayli (13) tengsizlik o‘rinli, ya'ni ixtiyoriy
x,,x, >0 vaistalgan 0<0 <1 sonlar uchun

In(x,0 +x,(1-0))20Inx, +(1-0)Inx, - ln(,\."- X )

tengsizlik o'rinli. Endi x =|a", x, =[p['; =1, 1-0 =1 dcb olsak,
b s
u holda
’a,),J af V’i

AR
lungsizliknin;: orinli ekanligi kelib chigadi. Bu tengsizlikda

/ & 7 deb (biz le" i().M!l7|' # 0 deb faraz
5 (le!"') ‘

a=

| Mgl
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gilamiz, aks holda (17) tengsizlik trivial bajariladi), hosil bo‘lgan
tengsizlikning har ikki tomonidan matematik kutilma olsak, biz
Gyolder tengsizligiga kelamiz.

7-§. Chebisheyv tengsizligi

& tasodifiy migdor va H(&)= ](_5>0) esa {d_:’ > 0} hodisaning
indikatori bo‘lsin. H (£) funksiyaga Xevisayd funksiyasi deyiladi.
& >0 — manfiy bo‘lmagan tasodifiy miqdor va a >0 - ixtiyoriy
musbat son bo‘Isin. Ushbu bevosita tekshiriladigan
H(&—-a)< <
a

tengsizlikning har ikki tomonidan matematik kutilma olib (3-teore-

maning 2 -punktiga ko‘ra bunday qilish mumkin), ushbu

Mé
P(§>n)s—:-— (18)

Markov nomi bilan ataluvchi sodda, lekin juda ham foydali teng-
sizlikni hosil gilamiz. Agar & musbat va chekli matematik kutilmaga
cga bo‘lsa, bu tengsizlikdan & tasodifiy migdorning berilgan a qiy-
matdan katta bo‘lish ehtimolining yuqori chegarasi kelib chigadi. Shu
bilan birga M qancha kichik bo‘lsa, bu chegara shuncha kichik
bo‘ladi. Agar M& <a bo‘lsa, (!8) aniq tengsizlik bo‘ladi, ya’ni
shunday £ tasodifiy migdor mavjudki, nning uchun M¢ oldindan
aniqlangan (berilgan) giymatga ega va (18) munosabatda tenglikka
erishish mumbkin. Masalan, agar & tasodifiy migdor 0 va a qiy-

: M& Mé ; : ¢
matlarni, mos ravishda 1—---= va —= ehtimollar bilan gabul qilsa,
o a

bunday tenglik o‘rinli.
L i 7 g2
Fndi musbat bo‘lishi shart bo‘lmagan, ammo M¢S va MS

matematik kutilmalarning giymatlari chekli bo‘lgan & tasodifiy mig-
dorni olaylik. Yugqoridagi kabi
G D
. E—m
H (¢ —ml—a)é(" )
a

tengsizlikni har ikki tomonidan matematik kutilma olib
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P(l@—m[>a)sM (19)
munosibatni hosil gilamiz (bu yerda m — ixtiyoriy hagiqgiy son), ya'ni
biz £ tasodifiy miqdorning m dan berilgan @ giymatga chetlanish
ehtimoli uchun M& va ME® matematik kutilmalar orqali ifodalangan
yuqori chegarasini hosil gildik. (£ —m‘)2 kvadratning matematik kutil-
masi  M(E —m): = ME> —=2mME +m®, m bo‘yicha o‘zining eng

kichik qiymatiga m = M¢ bo‘lganida erishadi.
(19) tengsizlikda m= ME deb olsak, biz Chebishev tengsiz-

ligini hosil gilamiz:
P~ Me|>a)< X

a”

bu matematik kutilmadan a giymatga chetlanish ehtimolini £ taso-
difiy miqdoming dispersiyasi bilan bog‘laydigan juda muhim teng-
sizlik.

Agar £ tasodifiy migdor nolga teng dispersiyaga ega bo'lsa,
ya'ni M(&-ME)' =0 bo‘lsa, u holda & o‘rta kvadratik ma’noda

ME  qiymatga teng deymiz va :!-‘\/IE deb yozamiz. Agar & = Mé&
bo‘lsa, Chebishev tengsizligidan ixtiyoriy kichik musbat son a uchun
P(]§—M§|£ a)=1 tenglik o‘rinli yoki 1 ehtimol bilan & = M ckan-
ligi kelib chiqadi.

8-teorema. g(x)=0, & tasodifiy miqgdomning qiymatlar soha-
sida kamaymaydigan funksiya bo‘lib, Mg(Z) matematik kutilma mav-
jud bo‘lsin. U holda har ganday @ >0 uchun
Me (&)

1
El>a)s —=
2| gla)

P(

tengsizlik o‘rinli.
Bu teorema ham (18) va (19) tengsizliklar kabi

H

, 8(&)

=) S
g(a)

£
-

ifodaning har ikkala tomonidan matematik kutilma olib isbotianadi.
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2-natija. k ixtiyoriy natural son va M[.f,k <o bo‘lsa, u holda har

ganday musbat haqiqiy son a uchun
k
M|

ak

P(]>a)<
tengsizlik o‘rinli.
Bu tengsizlikka k-tartibli momentlar uchun Chebishev
tengsizligi deyiladi.

8-§. Shartli ehtimol va shartli matematik kutilma

(Q,4,P) — ehtimollar fazosi va fU:{B,,BZ,...} to‘plam Q
fazoni musbat o‘lchovli to‘plamlarga parchalanishi bo‘lsin (bundan
keyingi mulohazalarimizda barcha parchalanishlarni o‘lchovli deb
faraz gilamiz va buni alohida qayd etib o‘tirmaymiz). U holda har

: P(A4B i ;
qanday 4 hodisa uchun P(A/B,)= P((BA))’ k=1,2,... shartli ehti-
3

mollar aniglangan bo'*ladi.

=&y (@)=Y P(AIB, )1y (0)
k=1

Sp
tasodifiy migdorga A hodisaning U parchalanishga nisbatan shartli
chtimoli deyiladi va P (A4/20) yoki P(4/20) (@) kabi belgilanadi. U har
bir B, to‘plamda o‘zgarmas P(A/ B,) qivimatga ega.

Shartli ehtimolning asosiy xossalari:
I)agar A va B birgalikda bo‘Imagan hodisalar bo‘lsa, u holda
P(A+ B/0)=P(A4/9))+ P(B /D).
Ishoti. Quyidagi tenglikdan kelib chigadi:
& .p(@)=) (P(A+B)/I'B, )I,,A ()=
k=1
= (P(AIB, + P(B] B)) 1, (@) =§ (@) +&,(@).

ld
k=]

2) P(A]Q)= P(A),
3) MP(A/D)= P(A).



Ishoti,

MP(4/93)= Mz, (0)=3. P(4/B,)P(B, )=
k=1

=iP(ABA )=P[A(OBk JJ: P(A4).
k=1 B

Agar parchalanish 7 tasodifiy miqdor orqali vujudga kelsa,
u holda £, shapy; ehrimolga A4 hodisaning n tasodifiy miqdorga

nisbalan shartli ehtimoli, yoki 7 yaratgan o-algebraga nisbatan
shartli ehtimo]; deyiladi:

P(4/n)=P(A/c(n))=P(4/n)®).
6-izoh. tasodifiy miqdor u yaratgan parchalanishning har
qaysi elementida 0‘zgarmas bo‘lgani sababli P(4/n)=P(A/c (1))
shartli ehtimolni 4 hodisa va 5 migdorlarning (noma’lumlarning)
funksiyasi shaklida ifodalash mumkin:
P(An)w)= plAn(w)).
20-misol, £.n bog'ligsiz tasodifiy miqdorlar bo‘lib, £ esa /
parametrli Puasson tagsimotiga, n esa p parametrh Bernulli tagsi-
motiga ega bo‘lsin, A, ={we Q& +n=ky hodisalarni kiritamiz. U
holda
P(4, 1), k=0,12,...
shartli ehtimollar hisoblansin.
Yechish. Avval ushbu tasdigni isbotlaymiz.
Agar ikkita bog'ligsiz diskret & va 77 tasodifiy migdorlar mos
ravishda { x} va { v} giymatlarni qabul gilsa, u holda
P(E+n=zin=y)=P(5=z-y) (20)
tenglik o‘rinli,
Hagiqatan ham, shartli ehtimol formulasiga ko‘ra
P(¢+n=zn=y)
P(n=y) i
Bundan £ va 7 tasodifiy migdorlarning bog'ligsizligidan
1) _pE=zoy)
P(n=y)
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(20) tenglikni biz ko‘rayotgan hol uchun qo‘llab, quyidagini

topamiz:
R4 = P4y = ())]\,”:n} (e))+P(Ak/77)1{":,} (w)=
=P = /c)l:”:“}(w) +PE=lk- DI,y (@).

Bundan, ¢ tasodifiy miqdor A parametrli Puasson tagsimotiga cga
bo‘lgani sababli
L
pr—RE =)= er o o= sl by U

va shu munosabat bilan

P4 Im) = ply, g (@) + prdy gy (@)= p (1=1)+ Pyl
Demak,

P(Ay/n)=p,(1-n)=¢e"(1-1),

k-1

’

(k-1)!

K
P(4 ’1;\:0"’//‘—'(1—77)+e' n=

e r'./»_,\ -1
2 ,‘,—(l%-(/\-—1):;)./‘:1,2,...
Xuddi yuqoridagi kabi konstruksiya tasodifiy migdorlar uchun
ham o'rinli. (€, 4,P°) — ehtimollar fazosida ‘IJ:{B,.B:,..‘} parcha-

lanish va chekli yoki sanoqli x,.x,....e R giymatlarni gabul giluvchi

(@)=Y 51, (), 4 ={oecQ:&(0)=x}k=12,.
k=1

tasodifiy migdor berilgan bo‘lsin. U holda har bir we Q va barcha
k =1 butun sonlar uchun
P{A, 10} = P{4, |V} (0)= P =x,/T}(@)

shartli - chtimollar aniglangan va ular & tasodifiy miqdorning
VL. R Ogiymatlar to*plamida ehtimollar taqsimotini yaratadi.
& tasodifiy miqdorning 27 parchalanishga nisbatan shartli matematik
kutilmasini © ni R ga akslantiruvchi funksiya kabi (ya'ni tasodifiy
miqdor kabi) aniglaymiz:

MIE /D))= x, P{A4, I BY(0)=), 5P =% /T}®)
k=1 k=1
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Bu formulani gayta ifodalaymiz:
ME 1B}(0)=Y,5,P{4, | B}(@)=3 x> P{4,B,}1, (©) =
k=1 j=1

k=1 j
:/Z_:IIBI (m)Eka{Ak /BJ}=,2:11,,‘ (@)M{E /B, }.

Shunday gilib, & tasodifiy migdorning 2 parchalanishga
nisbatan shartli matematik kutilmasi bu parchalanishning har bir B,
elementida M{§ /B, }e R ga teng o‘zgarmas qiymatlarga ega bo‘lgan
tasodifiy migdordan iborat ekan. Demak, M { I3 ,/B,; — 99 parchala-
nishga nisbatan (U parchalanish yaratgan o-algebraga nisbatan)
o‘lchovli funksiya ekan. Ixtiyoriy 2 o‘lchovli D to‘plam uchun
{we Q:MIE /D}e D} hodisa U dan olingan B, to‘plamlarning
yig‘indisidan iborat bo‘ladi, ya'ni u 2 parchalanish yaratgan o -
algebraga tegishli ekanligini gayd etishimiz lozim.

Endi 0 parchalanishga nisbatan shartli matematik kutilmaning
asosiy xossalarini keltiramiz. Quyida keltirilgan tengliklarda uchragan

tasodifiy miqdorlarning matematik kutilmasi mavjud deb faraz qili-
nadi.

Ixtiyoriy &.n tasodifiy migdorlar, har qanday 2J parchalanish
va ixtiyoriy a,b,ce R sonlar uchun:

1) M{aé +bn B} =aM{E /D)y + bM{n IV},

2) M{¢ /Q}= ME;

3) M{C/B}=C;

4) M{1,/0}=P{A/93}.

1)-4) xossalarning isboti shartli matematik kutilmaning ta’ri-
fidan bevosita kelib chiqadi.

5) ixtiyoriy tasodifiy miqdor & va U={B,.B,,..] o‘lchovli ixti-
yoriy A hodisa uchun

Ml = MU MIE /D)) (1)

formula o°rinli.
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Isboti. Hagiqatan ham, 4 hodisa U parchalanishga nisbatan

o‘lchovli bo*lgani uchun, 4= | J B, tenglik orinli va

jiBjc4
MIE =Y E(@)P{o}= > E(w)P{w)=
ws A J1.Bjcdewe EJ
= Y 3 £(w)Piw!/B,}P(B))= Y M{EIB,}P(B;)=
jiB,cAm=B; . jiBjcd

> M{E/ T (0)Plo} = MI M /3}.

we B, 0F: |

= Y MI{E/B,} Y Plo)=
jiBjcA

(21) tenglikdan to‘la ehtimol formulasini umumlashtiruvchi
ushbu muhim xossa kelib chiqadi:

Natija. Ixtiyoriy & tasodifiy migdor va ixtiyoriy 20 parcha-
fanish uchun to*la matematik kutilma formulasi o*rinli:
M&E = MM{E 10},
2= B.B,..., parchalanish va 7=n(») qandaydir tasodifiy
miqdor bo‘lsin. Agar 1 yaratgan U, parchalanish uchun Y, cU
munosabat orinli bo*lsa. bu holda 7 tasodifiy migdorni

n=n(@)=3 vl (@)

=1
shaklida ifodalash mumkin, bu yerda y, larning ba’zilari teng ham

bolishi mumkin. Boshgacha aytganda, agar n tasodifiy migdor U
parchalanishning clementlarida (atomlarida) o‘zgarmas giymatlar
gabul gilsa va fagat shundagina u 2 ga nisbatan o‘Ichovli tasodifiy
migdor bo*ladi

Agar 2 trivial parchalanish (ya’ni 0={Q}) bo‘lsa, u holda n
27 o*lchovli bo*lishi uchun 77 = C = const bo‘lishi zarur va yetarli. Shu
bilan birga. ixtiyoriy 1 tasodifiy miqdor o‘zi yaratgan U,
parchalanishga nisbatan o‘lchovlidir.

6) agar 17 tasodifiy migdor 0 o‘lchovli bo‘lsa, u holda ixtiyoriy
diskret & tasodifiy miqdor uchun
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Mign 10} =nMiE /T},
tenglik o°rinli va xususan,
Min/By=n (M{n/By}=n). 22

Isboti. £ = Zx 1, () bo‘lsin. U holda

j=1

En=33x 1 an (©)

==
tenglik o‘rinli va shu sababli

Mi{gn /B}=YY x,y,P{4,B, /B}=

J=lk=1
_sz y‘ZP'A B,/ B\l (w)=
J=1 k=1
zz %, 9 PUA B, B, (0)=33 %3, P{A, | B, 1, (0). (23)
~1k=1 j=lk=1

Ikkinchi  tomondan, I,z,A (@)=1Iy (w) va k#j uchun
1, (@)1, (@)=0 tengliklarni hisobga olib, quyidagini topamiz:

. 1
qM{:,‘/Q]‘=Zykl”‘ ((:))Zx/P’.A, [0} = [Z_y, Iy, (o ’L/

1
XZI:ZX P{4, 1B, }|JI,,I((U)»‘ZZV x,P{A,IB, } 1, (0),

[=1] j=I

bu (23) tenglik bilan birga 6) xossani ishotlaydi.
Shatli matematik kutilmaning yana bir muhim xossasini kelti-

ramiz:

7) By va Y, — ikkita parchalanish bo‘lib, 2,2, (U,
parchalanish 2; ga nisbatan “maydaroq”) bo‘lsin. U holda ixtiyoriy
diskret & tasodifty migdor uchun

MM 10,30y = ME /Diy, (24)

Isboti. (24) tenglikni isbotlash uchun ‘1],43 .B, va

y={ B, B,,...} deymiz. U holda, agar & = Z x;1, (@)bo'lsa,
=1 2
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By} = Z\' P4, 185},
J=1
va shuning uchun ham

MIP{A, | B2}/ Bi]= P{d, /D) @5
ekanligini ko‘rsatish yetarli.

P4, "57‘—ZP{A /By, My, (@)
g=1
bo‘lgani uchun

MIP{4, B2}/ D11=Y P{A, | B, }P{B,, I D1} =

’ ]

=Y P{4,/B,,} [Z P{B,, /B, My, (@) =

g=1 Lp=t J
:} ((:))Z,P‘fl 1By, }P{Byy B} =
o q
Vil ()Y P{A,/B, \P{B,,/B,,} =

» {¢:B2,B) )

= P(A;By,) P(By )

S Ty () 1) e
La 7B, (o o BByg)  FlBp)
p=| 19814581

31y, @)P(4;1B,)= PU4; /D),
ya'ni (25) tenglik kelib chiqadi.

Agar 2-207,,...,n, parchalanish 7,,...,n, tasodifiy migdorlar
orqali yaratilgan bo‘lsa, u holda M{& /2n,,....n, } shartli matematik
kurilma & tasodifiy migdorning 7,,....17, tasodifiy miqdorlarga nis-
batan shartli matematik kutilmasi deyiladi va uni M{& /n,,...n,}
orqali belgilanadi.

7-xossadan quyidagi foydali xossaning o‘rinli ekanligi bevosita
kelib chigadi:

8) MIME /mym} /)= MIE Im}.
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Izoh. Diskret Q ni har bir chekli yoki sanogli 0={ BPB;M}
parchalanishiga u  orgali  yaratilgan  yagona minimal
7 (2)— o-algebra mos keladi va aksincha Q ni gism to‘plamlaridan
tashkil topgan har qanday o-algebra biror 2 — chekli yoki sanogli
parchalanish orqali yaratiladi. Boshgacha aytganda, diskret € fago—
ning o-algebralari bilan uning barcha parchalanishlari orasida
0'zaro bir qiymatli moslik mavjud ekanligini ko‘rsatish qiyin cmas
(bu fikeni isbotlashni o*quvchiga mashgq sifatida qoldiramiz). Shuning
uchun ham, & tasodifiy miqdomning (2 )—c algebraga nisbatan
shartli matematik kutilmasi M /25| ga teng ekanligi ravshan.

0 parchalanish biz ko‘rgan chekli yoki sanogli, ammo
ularning B, elementlari 0 dan fargli ehtimolga ega bo‘lgan holda
shartli matematik kutilma va shartli ehtimolning ta’rifi konstruktiv
bo‘lib, u juda yaqqol ko‘rinishga ega. Ammo ehtimollar nazariyasida
“nol” ehtimollik hodisalarga nisbatan shartli chtimollarni ko‘rishni
tagozo etuvchi masalalar bilan uchrashishga to‘g'ri keladi.

(£2.4,P) - ehtimollar fazosi, & — gandaydir & -algebra, G =4
(6~ ning qism a-algebrasi) va £ =Z(w) ixtiyoriy tasodifiy migdor
bo‘lsin. Endi & tasodifiy migdorning & o -algebraga nisbatan shartli
matematik kutilmasining (va xususan, shartli ehtimolining) ta’rifini
keltiramiz.

6-ta’rif. & tasodifiy migdorning & o -algebraga nisbatan shartli
matematik kutilmasi M{Z/G&} deb & ga nisbatan o‘lchovli va 1xti
yoriy Ae & uchun

[eap= (M /& 1ap

4 A
tenglikni qanoatlantiruvehi ixtiyoriy tasodifiy migdorga aytiladi.
Bunday tasodifiy migdorning mavjudligini isbotlash ancha murakkab
bo‘lib, u ushbu Radon-Nikodim teoremasiga tayanadi.

Radon-Nikodim teoremasi. (Q.4.P) — ehtimollar fazosi va
A esa P ga nisbatan absolut wuzliksiz, ishorali o‘lchov (ya’ni
A=A ~4,. buyerda 4, va A, nomanfiy va juda bo*lmaganda ulardan
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bittasi  chekli) bo‘lsin. U holda shunday A4 oflchovli
f=f(®):Q —[-»,+0] funksiya mavjudki, uning uchun ixtiyoriy

Ae Abo‘lganda
A(A) = [f(@)P(do) (26)
1

tenglik o‘rinli. Shu bilan birga o‘lchovi P— nol bo‘lgan to‘plam
anigligida bunday / funksiya yagona. ya'ni agar h (26) tenglikni
ganogqtlantiruvchi boshqa funksiya bo‘lsa, u holda

Ploe Q: f(0)# h(®)}=0.

Bizning holda M{¢/G}= f(w)— A oflchovning P o‘lchovga
nisbatan zichligi. Radon-Nikodim teoremasi o‘lchovlar nazariyasiga
tegishli: uning isbotini masalan A.A.Borovkovning darsligidan topish
mumkin.

7-ta’rif. 4 hodisaning G o -algebraga nisbatan shartli ehtimoli
P{4/& | deb, /(@) indikatorning & o -algebraga nisbatan shartli
matematik kutilmasiga aytiladi, ya'ni

P{4/G}=M{I,/6}.

Boshgacha aytganda, P]4/S -6 o‘lchovli tasodifiy miador

bo‘lib, u ixtiyoriy Be & uchun
[PiA/&}ydP=P(AN B)
tenglikni ganoqtlantiradi.

Bu paragrafning oxirida & o -algebraga nisbatan shartli mate-
matik kotilmaning muhim xossalarini keltiramiz. Quyida keltirilgan
xossalarda barcha ko'rilayotgan tasodifty migdorlaring matematik
kutilmasi aniglangan va &< 4 deb (va xossalarda bu shartlarni
alohida gayd ctmasdan) faraz qgilamiz.

1-xo0ssa. Agar C —o‘zgarmas son bo‘lib, & =C bo‘lsa, u holda
M{E/G}=C.

2-x0ssa. Agaré <7 bo‘lsa, uholda M{E /G }<Min/G}.

3-xossa. [M{£ /G }|< M{E|/6).
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d-xossa. Agar a,b= R va aMZ + h)Mn aniglangan bo‘lsa, u holda
MiaE+bn [ G}=aM{E/S}+bMin/ G}
tenglik o°rinli.
5-xossa. Agar G={J.Q} — trivial algebra bo*lsa, u holda
MG} = ME.
6-xossa. M{E/A}=¢.
T-xossa. M{MIE /S }p=<.
8-xossa. Agar G, 6;bo'lsa, u holda
MIMIE 162} G1]=M{E |Gy}
9-xossa. Agar ;= G bo'lsa, u holda
MIME 163}/ Gi1= ME | G2}
10-x0ssa. Matematik kutilmasi M£ mavjud bo‘lgan & tasodifiy
miqdor & o -algebraga bog'liq bo‘lmasin (ya'ni u /,. Be & ga bog'lig
emas). U holda
MIE 16} =ME.
11-x0ssa. Agar n— G-o'lchovli tasodifiy migdor bo‘lib,
Mlp|< o va M|én|<= bo'lsa, uholda
MiEn /) =nMIE |G},

Il BOBGA DOIR MASALALAR
1. F(x)- manfiy bo‘lmagan & tasodifiy migdorning tagsimot
funksiyasi bo*lsa, u holda

ME = j(l—l’(\‘)):/r
va ixtiyoriy o‘zgarmas C uchun lim ’\/Mg' Fl= AN s X il
(
M(min(@.C))z I(] ~ F(x)dx

tengliklarning o‘rinli ekanligi isbotlansin.
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]

2. Polinomial tagsimotda
Pl
sonlar,

e E =
(P& =my .5, =my )= i
j=1,..,k manfiy bo ]magan butun
+m, =n,p+..+ p=1) M, D, va Cov(&,,&)) lar topilsin
X, qly-

S

bu yerda m,i=1,

m, + = T =

3. & tasodifiy miqdor chekli sondagi nomanfiy x,,x,,
matlarni gabul gilsin. U holda
li ME™! = f )

im =maxitx gt L

n—x A,{g

ekanligi isbotlansin.
manfiy bo‘lmagan butun giymatlarni qabul gilsin va

a5k
Mé <o bo‘lsin. U holda
ME = Z $zk)
=
ekanligi isbotlansin
5. £ tasodifiy migdor faqat butun musbat giymatlarni
I
P{& =k} '-——-———”H vy J(a>0)
itimollar bilan gabul qgiladi (Paskal tagsimoti). & tasodifiy migdo
nine matematik kutilmasi va dicrersiyasi topilsin.
6. 11— n ta bog'ligsiz tajricada 4 hodisaning ro'y berishlar soni
bo Ji-tajribada A4 hodisaning ro‘y berish ehtimoli p, bo'lsin. u
migcorming matematik kutilmasi va dispersiyasi hisoblansin
7. & va 1 bog'ligsiz tasodifty miqdorlar go‘shimeha yana qan-
day shartni ganoatlantirsa, D&n = D Dn tenglik o*rinli bo*ladi
Idishda N ta shar bolib, ulardan n tasi oq. Idishdan m ta
shar olinadi va & olingan sharlar ichidagi oq sharlar soni bo'lsin
tasodifiy migdorning (gipergeometrik tagsimot) matematik

<N

(m=n). g
kutilmasi va dispersiyasi topilsin
asodifity migdorning matematik kutilmasi

9. & tasodifiy
> 7

n

ho‘lsa va fagat shundagina chekli bo‘lishi isbotlansin

|/n

1
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10. & tasodifiy miqdor lognormal tagsimotga ega, ya'ni

1 S

Bt < , agar x>0,
bu yerda a— ixtiyoriy haqigiy son, b>0. & tasodifiy migdorning
matematik kutilmasi va dispersiyasi topilsin.

11. Agar M chekli bo‘lsa,

li_rynx(l—F(x))——-O; lim xF(x)=0
munosabatlarning o‘rinli ekanligi isbotlansin.

12. R radiusli sferada tavakkaliga 4 va B nuqtalar olingan.
AB vatar uzunligining tagsimot funksiyasi va matematik kutilmasi
topilsin.

13. Sfera sirtidan tavakkaliga ikkita nugta olinib, ularni katta
doiraning kichik yoyi bilan tutashtiriladi. Hosil bo‘lgan yoy uzun-
ligining tagsimot funksiyasi, matematik kutilmasi va dispersiyasini
toping.

14. Absolut uzluksiz manfiy bo‘lmagan £ tasodifiy migdor
F(x) tagsimot funksiyaga va p(x) tagsimot zichligiga ega bo'lsin.
Shu bilan birga, F(0)=0 va manfiy bo‘lmagan monoton differen-
siyallanuvchi g(x) funksiya uchun Mg(&)< = bo‘lsa, u holda

p(x)=0, agar x<0 va p(x)=

Mg(&)=g(0)+ jg'mu.— F(1))dr
tenglik o‘rinli ekanligi isbotlansin.

15. £ tasodifiy miqdor A parametrli ko‘rsatkichli tagsimotga
ega. =[] tasedifiy migdorning tagsimoti topilsin va My hisob-
lansin.

16. £ tasodifiy miqdor (0.1) parametrli normal tagsimotga cga
bo‘lsin. n =:L2 tasodifiy miqdorning tagsimoti topilsin. A7 mavjudmi?

5

17. F(x) —uzluksiz tagsimot funksiya bo‘lsin. Quyidagi teng-

liklar isbotlansin:

8) [F)dF(x)=1; b) [F*(x)dF" (x)=-.
s o n+k

I
2
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1
1 1
4 e o
/ = 2
V., =detM =le*1le g% ol

e(n-ll.\l e(lr—l)xz 'e(n—l)\',,

vandermond determinantidan  iborat bo‘ladi

Vn= 1_1 (er"‘el

gpean i s . I€i<jsn

tenglik o‘rinli. x, .j=12....n turli sonlardan iborat bo‘lgani uchun
x 1

vV, # 0 va M — teskari matritsa mavjud ekan. Teorema isbot bo*1di.

Hosil giluvehi funksiyalar. Tasodifiy miqdorning qiymatlari

‘) o
e L - 0,1,2 manfiy bo*lmagan butun sonardan iborat bo‘lgan
xususiy. ammo juda muhim bo*lgan holda

g)=3¢'p,

j=0

bo‘ladi. Agar oxirgi tenglikda z=¢" belgilash k
iritsak,
bo‘lgan funksivani quyidagi Sk
/ll:)“i"'p
Z 2
e @

ko rinishda ifodalaymiz va uni hosil giluvehi funksiya deb ataymiz
g(r) va h(z) funksiyalar orasida :

h(z) = glogz), g(t)=h(e')
tengliklar o rinli. h(l)y= g(0) =1L H(1)=g0)=q va

n)=g"(0)-g'0)=a,—a,
a=a,=Mé=H(l) (3)
% = (1) + O[O
tengliklaming o ‘rinli Lkdll‘l):,ll]l qayd etib o‘tamiz.
(2) tenglikning o'ng tomonidagi darajali qator komplcks sonlar

tekisligining markazi 0 nuqtada va radiusi esa 1 = (hm."’ \) formula
bilan aniglanuvehi doirada yaqinlashadi.
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p=5H/ (), j=012,.. @)
tenglik o‘rinli bo‘lgani uchun (2) va (4) formulalar & tasodifiy mig-
doming {p, } tagsimot qonuni bilan A(z) hosil giluvchi funksiyas!
orasida o‘zaro bir qiymatli moslik o‘rnatadi.
S-misol. & diskret tasodifiy migdorning momentlari quyidagi
k
a,=1,a, --l—¢2— >
formulalar yordamida ifodalangan bo lsm U holda uning momentlar

hosil giluvchi funkswasn

i < ) A e B Y
t =]+ -—-+— = e+ —e
g1)= Z;) Z 415 k! i3 4

tenglik orqali ifodalanadi. Bu z=¢' noma’lumning ko‘p haddan iborat
va

Tis 1 ) )
h(z)==+—z+—z"
() 4 2 4

Demak, & tasodifiy migdor {0,1,2} giymatlarni mos ravishda

{%,%,%} chtimollar bilan gabul gilar ckan.
2-§. Momentlar hosil giluvchi va hosil giluvehi funksiyalarning
xossalari
Momentlar hosil giluvehi va hosil giluvchi funksiyalarning
ikkalasi ham diskret tasodifiy miqdorlarni o‘rganishda juda foydali

bo‘lgan ko‘p xossalarga ega. Biz bu xossalardan asosiylarini kelti-
ramiz.

I-xossa. Agar ¢  diskret tasodifiy migdor  bo‘lib,
n=as +b, a,be R bo‘lsa, u holda 7 tasodifiy migdorning moment-
lar hosil giluvchi va hosil giluvchi funksiyalari quyidagi

£, (1)=(*"’g: (at) va /7” (=)= :"/1‘ (az)
tengliklar orqali ifodalanadi.

Isboti. Hagigatan ham,

g, (1)=Me"“**") = Me® " = ¢ Me™ = e’g, (at).
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e B

Iikkinchi tenglik ham shu kabi isbotlanadi.

Agar & va &, mos ravishda £, var, taqsimouarga
(asodifiy miqdorlar bo‘lib, ulaming yig'indisi n=g 4 . = P'lgan

S

simotga ega bo‘lsa, u holda P P. va P taqSimotla:n.es
zitsiyasidan iborat va uni aniglash ancha mashaqgaj; o n;
ma’lum (1 ‘l-bobga qarang). Quyida Kkeltirilgan 2~xoa
tasodifiy miqdorlar uchun yig‘indining tagsimotinj g skret
osonlashtiradi. Dishn; o

2-xossa. Agar &.6,,...,&, bog'lisiz tasodifiy migdo
g. (1) vah (2). k=1.2,...n mos ravishda ularning rnomer

giluvchi va hosil giluvchi funksiyalari bo‘lsa, u holda

LL’;‘- ,,M(I)ZI'_.I‘Q:’(Y) va ]]’.—ﬁ, h'z"(:)znhé (Z)
=1 i=s1 !

4 'Py, taq-

lar bo*lib,
tlar hog;)

e ®)
Isboti. &.&....&, tasodifiy migqdorlarning bog‘liqs' ;
“ P » Sn . 3 5 1z lgld
mos ravishda ¢”,... e va z,..,z tasodifiy miqdo an
tlarniy
g ham

bog ligsizligi kelib chigadi. Bundan matematik kutilmanjp -
Jativ xossasiga ko‘ra (5) munosabatlarga ekvivalent bO‘lgang multipl;-
' + 4 & 3 it 3
Me' 460 = Mot g% =T Me®,

Fail

< n 4

Mz =iz g i vz
j=1

tengliklar kelib chigadi.
6-misol. & va 1 bog'ligsiz va mos ravishda (n, p) va (
el ‘ . 3 . y 2 m, p)
parametrlarga cga bo‘lgan binomial tasodifiy miqdorlar bo*le
0
holda Isin, U
g, (0)=(pe' +q)", h()=(pz+q)',

g, (1) (pe' +q)", 11(,(2):([72-%([)'"

va 2-xossaga ko‘ra
nem

2oy (1)=8: (g, ()= (pe' +q)"",

Biein
7 n+m J /\
=) , (= Ay S SIS 3 t _nvm—k _k
Iy (2)=h -_)/4‘,(-) (pz+q)"" = Z Coamia 2*
k=0
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Oxirgi tenglikdan bir xil p parametrga ega bo‘lgan bog'ligsiz
binomial tagsimotga ega bo‘lgan £ va 5 tasodifiy miqdorlarning
yig'indisi ham (n+m; p) parametrli binomial tagsimotga ega ekanligi
kelib chigadi.

7-misol. Agar £ va 1 bog‘ligsiz, mos ravishda nomanfiy bu-
tun giymatlarni qabul giluvehi p parametrli geometrik tagsimotga ega,
ya’'ni p,:(l()=p”(k)=qkp, k=0,12.... bo'lib, £ =& +n bo‘lsa, u holda

g:(=g,0)=

I g’
va 2-xossaga ko‘ra,
2 (0=g0g,0=-—L .
5 1-2ge'+q-¢

Agar z=¢' almashtirish bd}drqak u holda oxirgi tenglikdan.
=p° Z(l\ +1)(/ z
” -4z )A k=0
kelib chigadi. Bundan hosil giluvchi funksiyaning ta’rifiga ko‘ra
p.(K)=P(& =k)= p*(k+1)g", k=0,1,2,...
Demak, P. tagsimot p parametrhi teskari binomial tagsimotdan iborat

ckan.
&,,&,....— bog'liqg bo‘lmagan bir xil tagsimlangan, manfiy bo‘l-

hy ()=

magan butun giymatlarni qabul giluvchi tasodifiy migdorlar ketma-ket-
ligi /,(2) hosil giluvchi funksiyaga ega bo‘lsin va v { £,k =1} ketma-
ketlikka bog‘lig bo*lmagan butun nomanfiy giymatlarni gz ||m] giluv-
chi tasodifiy migdor bo‘lsin. S, =0 va v =1 uchun S, =& +&, +..4¢,

tasodifiy sondagi tasodifiy migdorlar yig‘indisi bo*lsin.
3-xossa. i (z) hosil giluvchi funksiya ushbu

I, (:)=Iz\,(/:>(:)) (6)
superpozitsiyaga teng.
Isboti. Quyidagi
B0 D e S R U S R
tM' A / nj~M_ ~L/l>(~JJ'
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IV BOB. HOSIL QILUVCHI VA XARAKTER)
FUNKSIYALAR TIx

1-§. Diskret tagsimotlar uchun momentlar hosi)
giluvchi funksiya

Il bobda biz tasodifiy miqdorning ikkita eng Muhip,
teristikalari bo‘lgan' matematik kutilma va dispersiyani to']; ’farak‘
gan edik. Matematik kutilma va dispersiya tasodifiy miqdg, , "&an-
aniqrog'i uning tagsimot funksiyasi haqida muhim ma’ [y, qidy,
gamrab oladi. Ammo ular tasodifiy miqdorning taqsimotini Otlary;
tasodifiy miqdorlar chekli sondagi giymatlarga ega bo*lgan - > hattg
holda ham to*liq aniglay olmaydi. Turli tagsimotlarga eg, bgosodda
ammo matematik kutilmalari va dispersiyalari bir xil bo‘lgay gan,
tasodifiy miqdorlarga misollar keltirish giyin emas. Sodda
1-ta’rif. & tasodifiy miqdor giymatlar sohasi {"'lw\‘z,...} botf
diskret tasodifiy migdor bo'lsin. & tasodifiy miqdoming momengan
hosil giluvchi funksiyasi deb tlar
()= M =3 e (S J—Z 2
g/ ¢ 2 / (;_(J o /_]e p(xl_) )
funksiyaga aytiladi. Bu yerda a, = ME*, p(x,)= P(f =.\‘1),
iomentlar hosil gqiluvchi funksiyani & tasodifiy miqdor
momentlaring  tasvirlashning  qulay vositasi deb qaragh mumkip,
Hagigatan ham, g(7) funksiyani n marta differensiallab, So‘llgra;
r =0 deb olsak, u holda
©, lagt™"

’ (n)
g()|mo=g " (0)=0) crpern
P ; ; ;,(/\'—u;!k!

Sodda misollarda momentlar hosil giluvchi funksiyalurni

d
=ay.

1:=0

hisoblash qiyin emas.
I-misol. & tasodifiy migdor -,‘1.2,,...11} qiymatlarni D (j):l,
n
1< j < n ehtimollar bilan gabul gilsin (tekis tagsimot). U holda
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AR WL IRMAERT Ly

it
g(h)= Zle”— (e £l ge™)= ————-L(E )
n(e' -1)
Birinchi tengllknmg har ikkala tomonidan hosila olib, quyl-
dagilarni topamiz:
' gl n+l
a-al—g(O)—;(l+2+ n)—T.
(n+1)(2n+1) |
% :
o’=DE=a,—a’=(n"-1)/12.

Gy =g (0)=2(1+4+..+n )=

2-misol. ¢ tasodifiy migdor (1;p) parametrli binomial tagsi-
motga ega bo‘lsin. U holda p.(j)=P(j)=C/p'q™.q=1-D
0< j<n ckanligini hisobga olib, quyidagilarni topamiz:
g)=2'Cp'g =3 Cl(pe') g =(pe' +4) -
=0

=0
Bundan

=g'(0)=n(pe' +q)"" pe'|,_,=np,
a,=g"(0)=n(n-1)p* + np.
Demak, a=a,=np vao’ =a, —a =np(1- p).
3-misol. £ tasodifiy migdor ‘,12} qiymatlarni gabul qilib,

P:()=q""p, j=1,2,... bo'lsin. U holda

gl)= Zc”q i
I-qe
Bu yerda,
! i
=g'(0)= =
H —qé' ) P

a=g ((J):_h/""“‘"‘l“i =
P T

Demak, a=a =1/ pvaci=a,~al =q/ p*.
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4-misol. £ tasodifiy migdor 2 >0 parametrli Puasson tagsimo-

ik
tiga ega bo‘lsin. U holda P: (j)=c—k:l—. k=0,1,...bo‘lgani uchun

. ,f «

A SR ) ~ 2 A e

glH)=> e T Z——E—'———=e e =e :
k=0 ; k=0 y

U holda,

_ A=) ¢ S
gI:g'(O)—e 5 Le |I=0_ ;g,

e'- 279
a.,:g"(()):v“ “(/l'c l+/h)r)

0= A2+ A,

5 2 2
a=a,=Avac =a,—a; = A

Puasson tagsimotining dispersiyasini bu usul bilan topish uning
ta’rifidan foydalanib bevosita hisoblashga nisbatan ancha qulay ekan.

Momentlar muammosi. Momentlar hosil giluvchi funksiyadan
foydalanib, biz juda bo‘lmaganda sodda tasodifiy migdorlar uchun
tagsimot funksiyalar o'zining momentlari orqali to‘la aniglanishini
ko*rsatishimiz mumkin.

I-teorema. & diskret tasodifiy miqdor {x,.xz....,x”} qiymat-

fami qabul qilib, a, = M&*, k=0,1,2,... momentlarga ega bo‘lsin. U
holda
i ok
at
gl)=) ——
ko k!

momentlar qatori ¢(¢7) barcha ¢ sonlar uchun cheksiz marta differen-
siallanuvchi funksiyadir.

Isboti. ¢, = ME" =% ¥ p(x,) tenglik o‘rinli. Agar M:max‘x,‘
j=1 4
bo‘lsa, u holda
1((1 1’ Z'.\‘J‘I plx,)= M"Z/)(xl): M",
j=l J=1

Demak, barcha N lar uchun




F—i—

tengsizlik o‘rinli va bundan barcha 7 sonlar uchun moment.lal"
gatorining g(f) funksiyaga yaqginlashishi kelib chigadi. g(r) darajali

qgator bo‘lgani uchun uning yig‘indisi cheksiz ko‘p marta differen-
siallanuvchidir.

Demak, a,,k=0.1,.. momentlar g(7) funksiyani to*la aniglar
ekan. Aksincha a, = g*'(0) bo‘lgani uchun, g(s) ham @, moment-
larni aniglaydi.

2-teorema. {x,,x,,...x,} giymatlarni gabul giluvchi sodda &
tasodifiy miqdor P, tagsimotga va g(f) momentlar hosil giluvchi
funksiyasiga ega bolsin. U holda g(r) P. orqgali bir qiymatli aniqg-
lanadi va aksincha.

Ishoti.

g)=3 ¢ p(x))
J=l
bo‘lgani uchun P, g(r) funksiyani bir qiymatli aniglaydi. (1) formu-
lada p(x,)=p, deb belgilaymiz va ¢ ning » ta turli 7,.¢,.....,2, 41y~
matlarini tanlab, b = g(,) deb, quyidagi chizigli tenglamalar siste-
masini hosil gilamiz:

n
nx .
b=Ye"p, i1=12,.,n,
1=1

yoki uni matritsaviy shaklda

B=MP
deb ifodalashimiz mumkin. Bu yerda B=(h), P=(p ) n o‘lchovli

ustun vektorlar, M =(el"") esa nx n o‘lchovli kvadrat matritsa. Hosil
i bo‘lgan matritsaviy tenglamani A/ matritsa teskarilanuvchan, ya'ni
: uning determinanti noldan fargli bo‘lgandagina P ga nisbatan yechish
mumkin. Bu holda

P=M"B
bo‘ladi. Agar f ni t,=i-1 ko‘rinishida tanlasak, u holda M
matritsaning determinanti quyidagi
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18. Agar ME chekli bo‘lsa, u holda ushbu
v u »

ME = [(1-F()dv— [F(dy= [(1= F(+y)+ F(=y)dy
0 —n 0

tenglik o‘rinli va aksincha, o‘ng tomondagi integrallarning cheklili-
gidan, M¢& <o tengsizlik kelib chigishi isbotlansin.
i 19. Har biri ikkitadan qiymat qabul giluvchi & va p tasodifiy
migdorlarning korrelyatsiyasi 0 bo*lishi uchun ular bog‘ligsiz bo‘lishi
zarur va yetarli ekanligi isbotlansin.

20. & va n butun manfiy bo‘lmagan qiymatlarni qabul giluychi
bog'ligsiz tasodifiy migdorlar bo*lib, ME <o bo‘lsin. U holda

Mmin{&,n} =3 P{& =k} P{n 2 k}
k=1

ckanligi isbotlansin.
21. & va 7 — bog'ligsiz bir xil tagsimlangan tasodifiy miqdorlar
bo‘lib. M& aniglangan bo*lsin.
: - E 4
M{EIE+n}t=M{nlé+n}=2L

tenglik ko‘rsatilsin.

22. &.¢.. = bogtligsiz bir xil tagsimlangan tasodifiy miqdorlar
uchun M |5 |< oo shart bajarilsin. U hoida
v v '\).v'l
M & /S, 8,43 =— (dm.)
n

ckanligi isbotlansin, bu yerda S, =&, +&, +...+&,,.

TEST SAVOLLARI

1. & va g5 tasodifiy miqdorlaring kovariatsiyasi qaysi
formulada to‘g‘ri ko‘rsatilgan?

M(E=ME Nn-M
A. M(E = ME)(n—-Mny) p, ME-M Na-in)

C. M(£-ME) (n—Mn)  D. Mén.



b JU IR

2. Agar & va 7 tasodifiy miqdorlar bog‘ligsiz va D(¢ +n)=10;
DZ =6 bo‘lsa, D topilsin.

Al B. 04 C.0.6 D. 4.

3. Agar £ va 7 tasodifiy migdorlar bo‘lib, M¢& =3; Mn=-2
bo‘lsa, M (44 + 3n)topilsin.

A. 18 B.6 C.-6 D. 30.

4. Agar ¢ va n tasodifiy miqdorlar bog'ligsiz va D& =4,
D=2 bo‘lsa, D(2£ -3n) hisoblansin.

A. 44 B.24 C.34 D. 16. ]

5. Agar ¢ tasodifiy miqdor (n;p) parametrli binomial tagsi-
motga ega bo‘lsa, uning matematik kutilmasi va dispersiyasini toping.

A.O:np(l—p). B.npipg C.npg:np D. np;np(l—p)

6. [ a.b] oraliqda tekis tagsimlangan tasodifiy miqdorning mate-
matik kutilmasi va dispersiyasini toping.

a+h (b—a)z B b-a ((H»b)2
e e D

+b  (b-a)? b-a_(a-b)*
(piisir i Lo D. :

i 6 2 12

7. o parametrli Puasson tagsimotiga ega bo‘lgan tasodifiy mig-
dorning matematik kutilmasi va dispersiyasi topilsin.
1 2 -]
Acoi=1 Bomiat Qoo D= —
o o A
8 . a parametrli eksponensial tagsimotiga ega bo‘lgan tasodifiy
migdorning matematik kutilmasi va dispersiyasi topilsin.
[ 1 O e | )
A — — B.o;— C. —— Do,
a o? o o o

9. (a,0%) parametrli normal tagsimotga ega bo‘lgan tasodifiy
migdorning matematik kutilmasi va dispersiyasi topilsin.

A. 0;1 B. a;io Cl06* D. aic®

10 & va 7 tasodifly migdorlarning korrelyatsiya koeffisiyenti
I gateng. £ va n miqdorlar hagida nima deyish mumkin?

A. Ular chizigli bog'ligli

B. Ular bog'ligsiz
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C. Ular hagida hech narsa deb bo‘lmaydi

D. Ular ixtiyoriy funksional bog‘lanishga ega.

11. Qanday tasodifiy miqdorlar uchun D(X -Y)=DX + DY
tenglik orinli?

A. Bu tenglik hech qachon bajarilmaydi

B. Diskret tasodifiy migdorlar

C. Ixtiyoriy tasodifiy miqdorlar.

D. Bog'ligsiz tasodifiy miqdorlar.

12. £, tasodifiy migdorlar mos ravishda k& parametrli Puasson
tagsimotiga ega bo‘lsa (k=1,2,....n). M (&, +..+&, ) hisoblansin.

A. ]~.é+...+i B. nkst 4G: @

4 n

D. n(n+1).

[3. & va p tasodifiy migdorlarning matematik kutilmalari
ucnun gaysi munosabat xususan o‘rinli emas?

A. MCE =CME. B. M(& +n)=ME + Mn

C.M&En = MEMn D. & <n= ME<Mn.

14. Noto‘g'ri tenglikni ko*rsating.

A.DCE = C*Dg B. D¢ = ME —(ME):

C.DC>0 D.DE +C)=DE.

15..E 0.1] oraligda tekis tagsimlangan tasodifiy migdor va
N=2 I bo'lsa, Mn topilsin.

B.3 (6] D.0,5.

16. Qanday tasodifiy miqdorlar uchun M&n = MEMn tenglik
o'rinli?

A. Ixtiyoriy tasodifiy migdorlar

B. Diskret tasodifiy migdorlar

. Normal tagsimlangan tasodifity migdorlar

D. Bog'ligsiz tasodifiy migdorlar,

17. (u_rr ) — parametr bilan normal tagsimlangan & tasodifiy
migdor uchun M (¢ — a)’ ni toping.

A. a B.0 Cla D. ac’.
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18. Agar & pa &, bog'ligsiz va har biri mos ravishda (2;1)
hamda (1;4) parametrlar bilan normal
D(&, - &, )ni toping.

A5 B.1 (7 D. 6.

19. Qanday shartda M (£ +1)= M¢ + Mn tenglik o‘rinli?

A. Har doim

B. £ va n bog'ligsiz

C. & va np lar uzluksiz tagsimotga ega

D. £ va n diskret tagsimlangan.

20. Agar £ va i bog'ligsiz tasodifiy miqdorlar bo‘lib, M& =1,
Mn=2,D =1, Dp =4 bo‘lsa, M(£ + 1 +1)" ni toping.

A. 16. B; 5 €. 10 D. 21,

21. Tanga “gerb” tomoni tushgunga gadar tashlanadi. Tashlash-
lar soni X ning manematik kutilmasini toping.

A25 B.0,5 C.4 PLZ

22. Agar & tasodifiy migdor N(a:0*) normal qonun bo‘yicha
tagsimlangan va M¢& =1, ME® =2 bo'lsa, a va o larni toping.

Aclval, = Balvad. (€1 2va'l." D.2va2.

tagsimlangan bo‘lsa,

U U Y

23. Agar Mé =a, DE =07 bo'lib, n = ;;" bo‘lsa, Mn va Di
larni toping.

A al B " Cral/o" D, 0;1.

24. Agaré tasodifiy miqdor B(2;0,5) binomial gonun bo‘yicha
tagsimlangan bo‘lsa, M (& —1)"ni toping.

A. 32 B.-3/2 C.0 D. 172
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e —

tenglikni ishlatib, &g (2)= M=% hosi] Qiluvehi funksiyani shartli
matematik kutilma yordamida aniglaymiz:

b (2= ME™ =M ({5 1yl b T )] = -

(6). va (%') formulalardan foydalanib S, tasodifiy miqdorning
matemanik kutilmasi va dispersiyasini hisoblaymiz:

ls, (2)= K (h. (2))H. (=),
Hs, (1) = K (DA (1),

s (2)=h(h. (2N[7 @ B (he (2)H(2),
iig, (1) = B (DA ] + B (1)K (1),
Demak,
MS, = MvME,,

DS, =H,(D)[A: M + ]1",(1)17;_'(1) + MS, — (MS, )

1l

(Mv? = MvY(ME ) + Myv(MER - ME )+ My ME, —
—(Mv)* (M&)) = Dv(ME ) + MvDE,.
Shunday qilib,
MS, = MvME,,
DS, = Dv(ME)* + MvDE,.
Yuqorida MS. va DS uchun keltirilgan tengliklarga Vald

ayniyatlari deyiladi va ular chtimollar nazariyasining ko‘p masala-
larida keng ko'lamli tatbiglarga ega.

Bu paragrafning oxirida {pi.j:O,l,...} tagsimot qonunlari
bilan hosil giluvchi funksiyalar orasida (2) va (4) formulalar yor-
damida aniglangan moslik nafaqat o‘zaro bir giymatli, shu bilan birga
u o'zaro uzluksiz ekanligi hagidagi teoremani isbotlaymiz.

3-teorema. h.(z)=. p{z",r=1,2,.. - { p;} tagsimotga mos
n=0

kelgan hosil giluvchi funksiyalar ketma-ketligi, 4(z) esa {p,} tagsi-
motning hosil giluvehi funksiyasi bo’lsin. Har qanday n uchun
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11m p\”) = p, munosabatlarning o‘rinli bo‘lishi uchun ixtiyorty

0 S z <] da quyidagi
limh, (z)=h(z) (7

munosabatning o‘rinli bo*lishi zarur va yetarlidir.
Isboti. llm p(z)= p, munosabat o‘rinli deb faraz gilanniz.

>0 va 0Sz<l bo‘lsin. U holda
- N-1 :
|h.(z) = ()| < ZIPL” —plt < X | - pif+
k=0 k=0

Z =3

(rl zl
_PAI“'l__,
=N k=0 '

N

T . . o Z £
Tengsizlikning o‘ng tomonida, avval N ni e hd tengsizlikni

qanoatlantiradigan qilib tanlaymiz, so‘ngra #, sonni shunday tanlay-

mizki, r>5 bo‘lganda le —pl|/% tengsizlik o‘rinli bo'lsin.

Demak, =7, tengsizlikni qanoatlantiruvchi » lar uchun !/{(f)—/f(:){"li.

Bundan esa teoremaning zaruriylik sharti kelib chigadi.

Ehtimollar nazariyasida matematik analizdagi turli bo‘limlar-
ning metodlari va analitik apparatlari keng qgo‘llanishini biz avvalgi
boblarda ko‘rgan edik. Ehtimollar nazariyasida uchraydigan juda ko'p
masalalarning aynigsa bogligsiz tasodifiy migdorlarning yig'indisi
bilan bog‘lig bo‘lgan masalalarning sodda yechimlarini, nazariyasi
matematik analizda rivojlantirilgan va Furye almashtirishlari nomi
bilan ma’lum bo‘lgan xarakteristik funksiyalar yordamida topish
mumkin.

Xarakteristik funksiyalar metodi ehtimollar nazariyasi analitik
apparatining asosiy vositalaridan biri ekanligini V bobda limit teore-
malarni isbotlashda, xususan Muavr-Laplas teoremasini umumlash-
tiruvchi markaziy limit teoremani isbotlash jarayonida yaqqol ko‘ri-
shimiz mumkin. Ushbu bobda biz xarakteristik funksiyalarning asosiy
xossalarini bayon qilish bilan birga, unga tegishli bo‘igan maxsus
xossa va teoremalarni ham isboti bilan keltiramiz.
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3-§. Xarakteristik funksiyalarning ta’rifi va sodda xossalari

Hagiqiy giymatlarni qabul giluvchi tasodifiy migdorlar bilan bir
qatorda xarakteristik funksiyalar nazariyasi kompleks qiymatlarni
qabul giluvchi tasodifiy miqdorlarni jalb etishni taqozo qiladi.
Kompleks qiymatlarni  gabul qiluvchi tasodifiy migdor deb
¢(o)=¢(@)+i (o) ko'rinishidagi funksiyaga aytiladi, bu yerda
we Q) va (£,.5,) — tasodifiy vektor. Tasodifiy migdorlarga oid bo‘l-
gan ko'pgina ta’rif va xossalar kompleks tasodifly migdorlar uchun
ham o'rinli ekanligini ko‘rish giyin emas. Masalan. agar M&, va ME,
matematik kutilmalar mavjud bo‘lsa. u holda £ =& +i&, kompleks
tasodifiy migdorning matematik kutilmasini

ME = ME, +i ME,

formula orgali ifodalash tabiiy.

Agar (£.17,) va (£..n,) tasodifiy vektorlar bog‘ligsiz bo‘lsa, u
holda ¢, =&, + i, va ¢, =&, +in, kompleks tasodifiy migdorlar bog‘-
ligsiz tasodifiy miqdorlar deyiladi.

Matematik kutilmaning asosiy xossalari kompleks tasodifiy
migdorlar uchun ham saqlanib qoladi.

2-tarif. £ —tasodifiy migdorning xarakteristik funksiyasi deb

haaiaiy 7 argumentning ushbu

[ (1) = Me™ = [e"™dP= [ &“dF,(x) (8)

funksiyasiga aytiladi.
Agar & diskret tagsimotga ega bo‘lsa, u holda xarakteristik

funksiya

£ (t) =2 ™ P& =xp)= Y e Rul (8)
i 7

tenglik orqali ifodalanadi
Agar £ tasodifiy migdor absolut uzluksiz tagsimotga ega bo*-
lib, p(x) uning zichlik funksiyasi bo‘lsa, u holda
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=

[:0= [e" p(x)d (8)

~=0

bo'ladi, ya'ni absolut uzluksiz tasodifiy miqdorning xarakteristik
funksiyasi p(x) zichlik funksiyaning Furye almashtirishidan iborat.
Eyler formulasiga ko*ra, ¢ = cose + isine tenglik o*rinli bo’ I-
gani uchun (8) tenglikdan
J:()=McostE +iMsints

kelib chiqadi.

Ushbu |f5(l)|=|Me"¢|sl tengsizlikdan ixtiyoriy tasodifiy mig-
dorning xarakteristik funksiyasi mavjudligi kelib chiqadi.

Xarakteristik funksiyaning bir nechta eng sodda xossalarini kel-
tiramiz.

4-teorema. [5(1)—.5 tasodifiy migdoming xarakteristik funk-
siyasi bo‘lsin. U holda

1% £:(0)=1, £ () 1.

2°. Ixtiyoriy a va b o‘zgarmas haqigiy sonlar uchun
L) = ﬁ(br) tenglik o‘rinli.

3T 1) = S (=1)= /. (1),

4°. Agar &,.6,....&, bog'ligsiz tasodifiy migdorlar bo‘lsa, u
holda

Sersont, O= 16,0 [o, (D) £ ()

tenglik o‘rinli. ;

5% Jf: (1) xarakteristik funksiya R = (—o0,)da tekis uzluksiz.

6°. f:(1) xarakteristik funksiya haqiqiy bo‘lishi uchun & taso-
difiy miqdorning F;(x) tagsimot funksiyasi simmetrik bo‘lishi zarur
va yetarlidir.

Isbot. 1°-xossaning isboti ¢’ =1 va |Me"|< Mle™|= M1=1
munosabatlardan kelib chiqadi. 2° va 3°-xossalar xarakteristik funk-
siyaning ta’rifidan kelib chigadi. Hagigatan ham,
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eEEEE——

2 = ir(a+bZ) _ in hE
/u‘b_-" Me =e"“"Me"™ = e""fé (bt)

va

% — SE s o "_: = —its
'/T ()= Me'"™ = Me"™ = Mg =f;’(_t)-

4°-xossaning isboti. ™ ™ iz,
: & e e :
N e S el . kompleks tasodifiy
migdorlar bog*ligsiz. Demak,

/:, s (1) = A[e111§|v§:°.. ) e 1‘/!(’”;'6‘“‘::_.,6'"';—" £

— A6 )il,: 5 )u;,‘ i o
= Me™“'Me™>... Me —‘/&:‘U)f;z(f)...f:“ ().

Bu yerda biz bog'ligsiz kompleks qiymatlarni qabul giluvchi
chekli tasodifiy miqdorlar ko*paytmasining matematik kutilmasi lr? ;
matematik kutilmalarning ko‘paytmasiga ten e 03

& J S1ga g ekanligid 3
landik. gidan foyda

Endi /. (7) funksiyaning tekis uzluksizligini isbotlaymiz. Ixti

yoriy haqigiy x,y€ R sonlar uchun
X 1y
e —e’|<2
i ‘ (C))]
va

J‘(‘l’ "

X
|

=k-y| (10)

[l

X

tengsiziiklar o*rinli.
N ixtiyoriy musbat son bo‘lib, A:{n)c_ Q;l;-((,))ig N} Bhtlin
U holda

()= 1, )i 1/'\/((.”.: L ) < M|e"* __()r/;;"IA + M i(,:"i _(’Hﬁ'll{l

munosabatdan |] >N bo‘lsa, (9) va ;‘/ N bo‘lsa, (10) tengsizlikni
go‘llab, ushbu

|7.(0) - £, )| <[ = | N+ 2P| > N) (11)

tengsizlikning o‘rinli ekanligini keltirib chigaramiz.
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Ixtiyoriy & >0 son berilgan bo‘lsin. Avval N ni shunday
tanlaymizki, P(l.fl> N)<#, bo‘lsin, so‘ngra 6:% deb olamiz,
natijada |, —1,|< & tengsizlikni qanoatlantiruvchi barcha 7.z, sonlar
uchun (11) munosabatdan

fetw)- 1)
tengsizlikning o‘rinli ckanligi kelib chigadi. Shuni isbotlash talab
qilingan edi. .

6°-xossani isbotlash uchun biz turli tagsimot funksiyalarga 'mrh
xarakteristik funksiyalar mos kelishidan foydalanamiz. Darhagiqat,
fg(l):fg(t) bo‘lsa va fagat shundagina f:(1) hagiqgiy, ya’'ni B
xossaga ko‘ra & va —& bir xil xarakteristik funksiyaga ega bo‘lsa i
fagat shundagina u haqigiy. Ammo bu o'z navbatida £ va —& bir xil
tagsimotga ega ya'ni, F. (x) simmetrik ckanligiga ekvivalentdir.

<g

Xarakteristik funksiyalamni qo‘llash asosan l-lcnrcnuulugiﬁ”—
xossaga tayanadi. Bog'ligsiz tasodifiy miqdorlami qo‘shish juda
murakkab bo‘lgan amal ~ qo‘shiluvchilar tagsimot funksiyalarining
kompozitsiyasiga keltirilishini biz II bobda ko‘rgan edik. Xumku:risnlg
funksiyalar uchun bu murakkab amal xarakteristik funksiyalami
ko*paytirish amali bilan almashtirilar ekan.

4-§. Xarakteristik funksiyalarning maxsus xossalari

5-teorema. Agar Mlﬁr < bo‘lsa, u holda £, (1) xarakteristik

funksiya k -tartibli uzluksiz hosilaga ega bo‘lib, quyidagi munosabat-
lar o*rinli bo‘ladi:

@

f;‘h')(’):’-l‘ I.\’r(‘"‘dl';r(-\.L v=12..k, (12)

)= ML, (13)

=39 v 4 o 0 (14)
Je )_V:U—V-!- 5 oft"), 1—>0.
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Isboti. (12) tenglikni v =1 uchun isbotlaymiz. Quyidagi

Je (1+h)—f: (1) a &% (" )
h h

e

munosabatda (10) tengsizlikka ko‘ra <1 va teoremaning

shartiga ko‘ra M |§[<oo bo‘lgani uchun Lebegning majorant yaqin-
Jashish hagidagi teoremasiga binoan /4 —0 da limitga o*tish mumkin
va demak,
o fe (t+h)—f= (1 i JE o R
I (/)—lm _I’—)zllmM‘(el_l)
1

h—0 1 h=0

iMEe'"™

tenglik o‘rinli.
(12) munosabatni umumiy holda isbotlash uchun biz ushbu

i 4 it i 2y =1
e’ ~i]"{’\*'”+“‘) <mi [H ,H ‘ (15)
} | 1! (n=1)! | nt’ (n=1)]|
tengsizlikdan foydalanamiz.
(15) tengsizlikning n=1 bo‘lgan holi (9) va (10) tengsizlik-
Jardan kelib chigadi. (15) munosabat birorta » uchun orinli bo‘lsin. U
holda

tenglik o‘rinli bo*lgani sababli

,"‘»l];“ ...4{{“”,,1 I i Z(lll)
1!

n!

‘ | 1t !
di < J‘min[}'ﬂ M l} <
) ﬂ n! (n- DY

( |
|

Liof B9 n=1 I it n
< min |"’ .[L du,2 j' - z/z/‘}: min(J M |X\ l
Il o n! g (n=1) U n(nﬂ) n l

Demak, to‘lig matematik induksiya metodiga ko‘ra (15) teng-
sizlikning ixtiyoriy »#>1 uchun o‘rinli ekanligi kelib chigadi.
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(12) formula v < &k uchun o‘rinli bo‘Isin. U holda

ﬁ"‘(r-»h)—fg"’(r) e e (o )
h s h
tenglikdan (15) tengsizlikga asosan

v eu;’ (eih’: = )

s

bo‘lgani va teoremaning shartiga ko‘ra M!vjl““ < bo‘lgani uchun
Lebegning majorant yaginlashish teoremasiga binoan

li M v e"’ e” ‘]) vl w;vol
imi' —_— =i .
20 5 h s
Shuning uchun
, P e R
,“”’(I)—lhlm————l—————— FRANBEr;
Z 20 1

(12) munosabatda 7= 0 deb, biz (13) formulani hosil gilamiz.
(14) munosabatda qoldiq hadni baholash uchun (15) tengsizlikn

R, ()=|f; (1)~ ZﬂLMg

ayirmaga qo’llaymiz:

MA +§
Rﬂnsuﬂku aM”

bu yerda A={we Q:|¢(w)|< N}

(16)

Agar ‘c”|> N bo‘lsa /=0 bo‘lgani sababli (16) dan ushbu

N 1 ~|,
(k+1)!

R, (1)<

tengsizlik kelib chigadi. & >0 ixtiyoriy musbat son bo‘lsin. Avval N
sonini shunday tanlaymizki, natijada

ik 3
Mﬁlhiz
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B ——

1engsizlik o‘rinli bo‘lsin, so‘ngra 5=€(k\+1)

2 NM}flk deb olamiz, natijada
|1|<5 tengsizlikni qanoatlantiravehi barchy feih
€ sonlar uchun

11k
o x
R, (1)€—¢.ya'ni R.()=0(r), 10
k 7l k Munosabatning orinli ekan-

ligi kelib chigadi. Shuni isbotlash talab gilin ’
Endi misollar ko‘rishga o*tamiz. G
8-misol. Agar P(€ =a)=1 bolsa, uholda f, (1) ="
9-misol. Agar &:(n:p) parametrli binomial. 501 =e
simlangan tasodifiy miqdor bo‘lsa, u holda ®) fo:n ‘lu“ bi yicha tag-
ulaga ko‘ra

i s Lﬂ(,[ k__n=k )ul.: s ~k it k e z ,,
1.(0) >‘A X page LZ..("(pL ) P A=(pe"+q).

10-misol. & — 2 parametrli Puasson :
. : o qonuni bo'yj :
pan tasodifiy migdor bho‘lsin. U holda yicha tagsimlan-

1 ~ itk Ly g ,il h
[()=M" =Y " e’ =e” YM:B
6z 39 il

S
/.e/h»’

=explAle" -1)}.

11-misol. & — p parametrli geometrik qonun

s
. 1 bo'yicha tagsim-
Jangan tasodifiy migdor bolsin. U holda ¥ A

(=3 e* p(i-p) = /)E(“" (?—p))k ) )

] ‘—qe" .
12-misol. & ~{- ”"’] oraliqda tekis tagsimlangan tasodifiy miq-
dor bo‘lsa, u holda
a i X
1. (1): Ji—d\'r SUlgEs
Sy 2a at

13-misol. Agar & -/ parametrli eksponensial qonun bo‘yicha
taqsimlangan bo‘lsa, u holda
y
f. (1)=4 j'("“""z,/.\' =

0
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14-misol. & standart N(0,1) normal qonun bo‘yicha tagsimlan-
gan tasodifiy migdor bo‘lsin. U holda

f ()= ,.1__ ?e"hl%d\'.

N2m

-

J: (1) funksiyani 7 bo‘yicha differensiallab va bo*laklab
integrallab ushbu

r 1 r 5 -l"""z/ 1 77 H\--"’/ =
e s “ady=—— X = :(’ ’
R e A

L =—if.(1)

differensial tenglamani hosil gilamiz. Buning umumiy yechimi
)

fel)= Ce'l/ ko'rinishga ega. f.(0)=1 boshlang‘ich shartdan
C=1 ekanligi kelib chigadi. Demak,

TR

Endi n - (a.0') parametrli normal qonuni bo‘yicha tagsimian-
gan tasodifiy migdor bo‘lsin. U holda 5 tasodifiy miqdorni 17=0< +a

ko‘rinishda ifodalash mumkin. Bundan I-teoremaning 27 -xo0ssasiga
ko‘ra

Ha~ ~——
hiti=e . ?
ekanligi kelib chigadi.
15-misol. £-a parametrli Koshi tagsimotiga cga bo'lsin. U
holda

i *n
plx)=—="
T a”+x°
va
5 15 a a'? costx
l: (t)=— J‘L’m T‘—,.d.\':— ' f‘L/\'.
B a”+x" T X" +a

—
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/. (1) = juft funksiya bo‘lgani sababli uning 7>0 nugqtalardagi

giymatlarini bilish kifoya. Oxirgi tenglikning har ikkala tomonidan
¢ bo‘yicha hosila olsak.

+a0

a .[ —-.\—illli\ (17)
Matematik analiz kursidan blzga ma’lumki,
f LT 7.(7>0), shuning uchun ham a=< _[ siney ——dx (18)
D w

(17) va (18) tengliklarni birgalikda qo‘ﬂhib quyidagini topamiz:

<in A%

dx

/ (1)+ uz—J' 5
R *u

X

Oxirgi tenglikning har ikkala tomonidan ¢bo‘yicha hosila olib,
topamiz.

[ (1)=a f.(1). Demak, f.(H)=c¢e" +c,¢”,t>0. f,(1)— Rda
aniglangan chekli funksiya bo*lgani sababli, ¢, =0, f: (0) =1 shartdan
¢, =1 ckanligini  hosil qilamiz. Shunday qilib, #>0 uchun

fo(t)y=e ™. Bundan 7 () funksiyaning juft ekanligini hisobga olib.

alr!

1) = Je R tenglikga kelamiz.
-§. Teskarilash formulasi

Har bir /(x) tagsimot funksiya uchun (8) formula orqali anig-
lanpan /(7) xarakteristik funksiya mos keladi. Bu fikming teskarisi
ham o'rinli, ya'ni tagsimot funksiya xarakteristik funksiya orqali bir
qiymatli aniglanadi.

6-teorema (teskarilash formulasi). F = ['(x) - tagsimot funk-

siya va
7(1)= Ic”'(ll"(x) (19)

unga mos kelgan xarakteristik funksiya bo‘lsin.
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1°) Agar a va b (a<b) lar F(x) funksiyaning uzluksizlik nug-
talari bo‘Isa, u holda

4 —ita ith

F(b)- F(a)= m% Ie—i:—ef(l)dt. (20)
-4

2°) Agar ﬂf(l)|d1<w bo‘lsa, u holda F(x) absolut uzluksiz

-0

taqsimot funksiya bolib, uning zichlik funksiyasi
p(x)=% j.e_"‘f(ljdl (21)

formula orqali ifodalanadi. g
Isboti. Avval F(x) absolut uzluksiz bo‘lgan holni ko‘raylik.
Bunda (8") formulaga ko‘ra

()= [é" p(x)dx
va shuning uchun ham (21) formula integrallanuvchi /(r) funksiya-
ning Furye almashtirishidan iborat. (21) tenglikning chap va o‘ng to-
monlarini integrallab, hosil bo‘lgan ifodada integrallash tartibini o*z-
gartirib, topamiz:
b[ 4

F(b)~F(a)= jp(x dx——Jl fe "'/(1):/1] . j/mH " gh ,/,
1 # —ml__('r iht
:'2-; 7 —dt.

Demak, bu xususiy holda teskarilash formulasi Furye integral
almashtirishining natijasidan iborat.

Endi (20) formulani umumiy holda isbotlashga o‘tamiz.

12, (12) formuladan ushbu

e
Azz—j

tenglikning o'rinli ekanligi kelib chiqadi.
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(10) tengsizlikdan

ole o= ith /3
e
|

l e _ ~ith

Iir

Isb a
ekanligi kelib chigadi. Shu bilan birga
A 4o
I [(b=a)dF (x)<24(b-a)<®
~ A0

munosabat o‘rinli bo‘lgani uchun (22) integralda Fubini teoremasiga
ko‘ra integrallash tartibini almashtirish mumkin. Shunday qilib,

1 [ 4 C_"H‘L’_"b i —]
Jy=== || [————e"di| dF(x)=
am L= i J
“[ Asing(v—a)-sinz(x=b) ]
[[[ __1r| dF (x)=
{2 _]
| b SN :l\-mxnh ]
— »[: | m_l/, [ de| dF (x)= jo (x)dF(x), (23)
=7 | = A(x—-a) Alx=h) _'
bu yerda
i T .‘\\.ul Sk A(x=b) Stis _l
Gi()=5=| [ —d- | ‘—“dzl (24)
il FBPT o T = A(x=h) =

‘esin z : F iy r
g(x,y)= | dz funksiya x va y argumentlar bo‘yicha tekis uz-
luksiz va

lim g(x,y)=n (25)

Xp=h, Y4

tenglik o‘rinli. Bundan barcha 4 va x sonlar uchun shunday C' o°z-
garmas son topiladiki, uning uchun i(j‘,(A\')IS C<w tengsizlikning
bajarilishi kelib chigadi. Shu bilan birga, (24) va (25) tengliklardan
limG, (x)=G(x)
A=
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limitning mavjudligini osongina isbotlash mumkin. Bu yerda
(0.x<a,x>b;
G(x)=/ ]2,x=a,x= b;
|1, a<x<b.

Bundan va Lebegning majorant yaginlashish haqidagi teorema-
siga binoan integral belgisi ostida 4o da limitga otish mum-
kinligidan foydalanib quyidagilarni topamiz:

lim ./, =m“£GA(x)dF(x,: [Gx)dF (x)=

—

a b #
= [G(x)dF (x)+ [G(x)dF (x)+ [G(x)dF (x)=

1 a b

= F(b=)-F(a)+ 5[ Fa)~ F(a=)+ F ()~ F (b-)]

Agar a va b nuqgtalamni F(x) funksiyaning uzilish nuqtalari
ekanligini ¢'tiborga olsak, oxirgi tenglikdan (13) formulaning o‘rinli
ekanligi kelib chigadi.

6-§. Tagsimot funksiyalar to‘plami bilan xarakteristik
funksiyalar orasidagi moslikning uzluksizligi

Uchunchi paragrafda biz tasodifiy funksiyalar to‘plami va xa-
rakteristik funksiyalar to‘plamlari orasida o‘zaro birgiymatlik moslik
(biyeksiya) mavjud ekanligini ko‘rsatgan edik. Ushbu paragrafda bu
moslik o‘zaro uzluksiz, ya'ni u gomomorfizm ekanligini bam ko'r-
satamiz. Buning uchun biz bu to*plamlarda mos topologiyalar kiri-
tishimiz zarur bo‘ladi. Xarakteristik funksiyalar to‘plamida nugtaviy
yaginlashish yoki kompaktlarda tekis yaginlashish topologiyasini,
tagsimot funksiyalar to‘plamida esa sust yaginlashish topologiyasini
kiritamiz.

3-tarif. { F (x),n=1} va F(x)- tagsimot funksiyalar bo‘lsin.
Agar F(x) funksiyaning ixtiyoriy uzluksiz nuqgtasi x uchun
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ll'll'] F, (x)=F(x)

munosabat o‘rinli bo‘lsa, u holda F) (x) tagsimot funksiyalar ketma-
ketligi /7 (x) tagsimot funksiyaga sust yaqinlashadi deyiladi va

F (x) = FE{%)

simvol orqali belgilanadi.

1-izoh. /F(x) — tagsimot funksiya bo‘lmagan holda ham yuqo-
ridagi ta’rifdan foydalanamiz.

Quyida keltirilgan misol tagsimot funksiyalarning sust limiti
taqsimot funksiya bo*lishi shart emasligini ko‘rsatadi.

16-misol. {7 (x).n>1] tagsimot funksiyalar ketma-ketligi
ushbu

formula yordamida aniglangan bo‘lsin. U holda, F, (x) = F(x), bu
n—»xo
yerda F(x)=0, xe R.
I-lemma. /) to'plam R da hamma joyda zich to‘plam bo‘lsin.
Agar | I (x).n 1] tagsimot funksiyalar ketma-ketligi ixriyoriy xe D
uchun n->o da  F(x) tagsimot funksiyaga intilsa, u holda
(X)) F(x)

Isboti. x nugta /' (x) tagsimot funksiyaning fiksirlangan uzluk-
sizlik nuqtasi bo‘lsin.

Fy(x) = F(x)

munosabatning o‘rinli ekanligini ko‘rsatamiz. D= R bo‘lgani sababli,
X < x<x" tengsizliklarni ganoarlantiruvehi X', x"e D nugtalar mav-
jud. 1-lemmaning shartiaridan
F(x')=limF, (x') < lim F, (x)< lim F, (x) < im F, (x")= F(x"")
N-» n—ya

n—»7 B
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munosabatlarning o‘rinli ekanligi bevosita kelib chiqadi. » nugta
F(x) tagsimot funksiyaning uzluksizlik nugtasi bo‘lgani uchun F(x)

va F(x")lar bir-biriga istalgancha yaqin bo‘lishi mumkin.

7-teorema (Xellining birinchi teoremasi). Tagsimot funksiya-
larning ixtiyoriy ketma-ketligidan sust yaginlashuvchi gism ketma-
ketlik ajratish mumkin. Shu bilan birga F(x) limit funksiya quyidagi
xossalarga ega:

1) F(x) monoton kamaymaydigan funksiya;

2) F(x) o‘ngdan uzluksiz;

3) ixtiyorty x€ R uchun 0< F(x)<1.

Isboti. Teoremani isbotlash uchun Kantorning diagonallash-
tirish metodidan foydalanamiz. D=/x, |~ Rda hamma joyda zich
sanogli to‘plam bolsin. {F,(x,)} sonli ketma-ketlikni garaymiz.
F,(x) = taqsimot funksiya ekanligini hisobga olib, topamiz:

0<{F (x)}<l, nz1,

Veyershtrass teoremasiga ko‘ra bu ketma-ketlikdan yaginla-
shuvchi {F"I(.r,)} qgism ketma-ketlik ajratish mumkin. Bu ketma-
ketlikning limitini F'(x,) orqali belgilaymiz.

Endi { £, (x,)} sonli ketma-ketlikni olamiz, ()": e );' <l,n2l
tengsizliklardan Veyershtrass teoremasini ishlatib, F(x,)ga yaqin-
fashuvchi {F,,3 (x )} gism ketma-ketlikning mavjudligiga ishonch ho
sil gilamiz va shu kabi davom ettirib, fl{,' (x, ;; qismiy ketma-
ketliklarni topamiz hamda uning limitini F'(x,) orqali belgilaymiz.

Nihoyat, tagsimot funksiyalarning {F,,, (.\'); diagonal ketma-
ketligini olamiz,

{/-;‘_” (x); f F,(x){ va yasalishiga ko‘ra, ixtiyoriy x, € D uchun

e )“«>I P
Demak, 1-lemmaga asosan, F,,’ =y F

" no®
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F(x) funksiya, 4-teoremada keltirilgan shartlarni qanoatlanti-
rishi limitlarning xossalaridan kelib chigadi.

8-teorema (Xellining ikkinchi teoremasi). { 7, (x)} - tagsimot
funksiyalar ketma-ketligi #n—ooda F(+%)- F(-»)=1 shartni qa-
noatlantiruvchi F'(x) funksiyaga sust yaqinlashsin. U holda ixtiyoriy
uzluksiz va chegaralangan g(x): R — R funksiya uchun

v s
lim [ g(x)dF, (x)= [g(x)dF(x) (26)
munosabat o‘rinli.

2-izoh. 5-teoremani quyidagi ko‘rinishda ifodalash mumkin:
[, = I bo'lsin, bu yerda F, va F tagsimot funksiyalar. U holda
ixtiyoriy uzluksiz va chegaralangan g(x): R — R funksiya uchun (26)
munosabat o‘rinli.

Isbotni ikki bosqichda otkazamiz.

I-bosgich. F funksiyaning ixtiyoriy ikkita a<b uzluksizlik
nugtalari uchun

b

N I‘
Iu‘u Jg(.\' VdF, (x) = Ig(,\')d["(.\') 27)

munosabatning o‘rinli (.-I\unligini ku‘rs:;lumiz
g(x) funksiya [a.h] oraliqda uzluksiz bo‘lgani sababli, u [a,b]
oraligda tekis uzluksizdir. Demak, Ve >0 uchun [a,b] oraligni
= Xy..n, b nugtalar yordamida shunday oraliglarga ajratish mum-
kinki, natijada ixtiyoriy xe (x,_,x,] uchun |g,(x)-g(x)|<& teng-
sizlik o‘rinli bo‘ladi, bu yerda g, (x)= g(x,),Vx€ (x,_,x], k=1,...,L.
- funksiyaning uzluksizlik nuqtalari hamma joyda zich joylashgani
uchun barcha x, lar F funksiyaning uzluksizlik nuqtalaridan iborat
deb olishimiz mumkin. Endi g funksiyaning chegaralanganligi va
2iman-Stiltyes itegralining xossasiga ko‘ra,
b b
[g(x)dF, (x)- [g, (x)dE, (x)
a

a

% h
[j g(x)dF, (x)- [g(x )d/«"(x)}:

la a

+

b b
J’g,‘ (x)dF, (x)- J;:,‘ (x)dF (x)

a ¢

+ <

+

b b
jgk (x)dF (x)— Ig( x)dF (x)
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b L %k L *k
< leG) g ()dF, )+ | g(x)dF, (x)-3 | g(x;)dF (x)|+
a e

=l k=ly

h
+ lg(x)~ g, (x)|dF (x)<e(F,(b)~F,(a))+5(F (b)—F(a))+
L |
+> g [ F, (g )= F, (%)= F(x, )+ F(x,_, )]|s 2+
k=1 I

L
+IMZK]TH (R ) FGe ) B (x )~ F(x,, ))'
k=

(27) munosabatni isbotlash uchun, avval L ni yetarlicha katta
qilib belgilaymiz, so‘ngra n— va Ftagsimot funksiyalar ketma-
ketligini F taqsimot funksiyaga n —wda x, . k=12....,L, nugtalarda
intilishini hisobga olamiz.

2-bosqgich. (26) ifodaning o‘rinli ekanligini ko‘rsatamiz. 2-izoh-
ga ko‘ra, F(x) tagsimot funksiya bo‘lgani sababli. ixtiyoriy & -0
uchun F(x) funksiyaning shunday X va X uzluksizlik nugtalari
mavjudki, ular uchun

F(-X)<el2,1-F(X)<&/2
va n->o da F, = F bo‘lgani sababli shunday n,e N son mavjudki,
barcha n > n, sonlar uchun

F(=X)<el2,1-E(X)<e/2
tengsizliklar o‘rinlidir.

Yuqorida aytilganlarni ¢’tiborga olib, g(x) funksiya chegara-
langan bo*lgani sababli,

[g(x)dF, (x)= [g(x)dF (x)

)

< I |g(.\')|(ll’h(.\')+
xf=x

+ _[g(,\')d/"“(.x)- 'Hg(.r)[dF(y\‘)
{xj<X Ixlex

SM(F,(-x)+(1-F(x))+e+M(F(-=X)+(1-F(X))<3Me +¢.

+ _[ lg(.\')'L/F(.\')“E

|x]>X
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8-teorema isbotlandi.
Xellining ikkinchi teoremasiga teskari teorema ham o‘rinli.

9-teorema. Agar ixtiyoriy chegaralangan uzluksiz g:R — R
funksiya uchun

n—>

lim [ g(x)dF, (x)= [ g(x)dF(x)

bo‘lsa, u holda

EI : F'
>

buyerda F, .n=1.2,.. va F lar tagsimot funksiyalar.

10-teorema (to‘g‘ri limit teorema). Agar {F”l tagsimot funk-
siyalar ketma-ketligi 7 — oo da tagsimot funksiyaga sust yaqinlashsa, u
holda ularga mos kelgan xarakteristik funksiyalar{/,} ketma-ketligi F

tagsimot funksiyaga mos kelgan / xarakteristik funksiyaga nuqtaviy
yaginlashadi

3-izoh. Bu teoremadagi nuqtaviy yaqinlashishni R dagi ixti-
yorty kompaktda tekis yaginlashish bilan almashtirish mumkin.

10-teoremaning 1sboti Xellining ikkinchi teoremasi va xarak-
teristik funksiyaning ta’rifidan bevosita kelib chigadi. Bu yerda biz
glx)=e" .xe R deb olamiz, i va 1 larga esa parametrlar deb qa-
raymis

H-tcorema (teskari limit teorema). {/ | — xarakteristik
funksiyalar ketma-ketligi 0 da uzluksiz / funksiyaga nuqtaviy yaqin-
Jashsin. U holda mos tagsimot funksiyalar {FH’ ketma-ketligi ' taq-
simot funksiyaga sust yaginlashadi va / funksiya F tagsimot funk-
siyaga mos kelgan xarakteristik funksiya bo‘ladi.

Isboti. | F ! 1/, xarakteristik funksiyalar ketma-ketligiga
mos kelgan tagsimot funksiyalar ketma-ketligi bo‘lsin. Xellining
birinchi teoremasidan sust yaginlashuvehi {F,r }rf F,} qism ketma-

ketlikning mavjud ekanligi kelib chigadi. F, = F bo‘lsin. F-tag-

ny
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simot funksiya ekanligini ko‘rsatamiz. Buning uchun F(4o0)—F(—)=1
ekanligini ko‘rsatish kifoya. Kelgusida isbot uchun bizga quyidagi
tengsizlik kerak bo*ladi:

. (28)

Pligf<xj=

]—

X

7x=2 deylik. U holda (28) tengsizlik

— (1)di
21},/ yti—

P{|5|5"}2"—11———

+7

2= [ f(1)dr| ] (29)

ko‘rinishga keladi.
(28) tengsizlikni isbotlaymiz. Xarakteristik funksiyaning ta’rifi
va Fubini teoremasiga ko'ra

| 4T 2, | it 7 : | ) ‘r z
E;_j'/md: E_{Me di| = l;[T_M {4x dt
I sin7g smr§ 1 m 7% |
=l—M —M +11 -
" E {2 lr 1 e
<MPEEL +M—5‘:j~f Heq = PlEl< x}+ L (1- P < x).

Oxirgi tengsizlik (28) bilan bir xil ekanligini ko‘rish giyin emas.
f(x) funksiya 0 nuqtada uzluksiz va u { /()] xarakteristik funk-
siyalar ketma-ketligining nuqtaviy limiti bo‘lgani uchun 7(0)=1 va
ixtiyoriy £ > 0 uchun shunday 7, > 0 mavjudki, 0<7 <7, tengsizlikni
ganoatlantiruvchi ixtiyoriy 7 lar uchun

If(r)dr $l (30)

tengsizlik o‘rinli.
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n—>o da /(1) — f(t) ekanligidan, barcha n >, va re (0,7,]
sonlar uchun

| o +7
Z_T_J-j" (’)dt_—zl? [ f(t)dr <% (31

tengsizlikning orinli ekanligi kelib chigadi. (30) va (31) tengsizlik-
lardan, ixtiyoriy n>n, va 0<t <7, shartni qanoatlantiruvchi barcha
r sonlar uchun

—2’? j‘_/;,(z)miﬂ-% : (32)

(32) va (30) tengsizliklardan. ixtiyorly n>n, va O<t<t,
shartni ganoatlantiruvehi barcha = sonlar uchun,

Ao ({?—/ (—é"“)‘* P{L i%}zz(]—%)—l:l—g_

Oxirgi tengsizlikdan, £ >0 va 7 >0 ixtiyoriy sonlar bo‘lgani
uchun

ny

F(+0)— F(~w)=1
tenlik kelib chigadi. Sunday givh, F(x)ning tagsimot funksiya ekan-
ligi isbotlandi.
Y uccrida avtilganlardan, to‘g'ri limit teoremaga ko‘ra
o

lim 7, (1)= J'(’""L]F(X),IE R

Munosabat o‘rinli. Ammo teoremaning shartiga ko‘ra
lim £, (1) = /(1)

b
ix

bo‘lgani sababli flt)= J'e dF (x) funksiya F'(x) tagsimot funksiya-

ga mos kelgan xarakteristik funksiya bo‘ladi.
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Endi F, = F munosabatning o'rinli ekanligini isbotlaymiz.

Teskarisini faraz gilamiz: F, taqsimot funksiyalar ketma-ketligi

n

n—»xwda F — tagsimot funksiyaga sust yaginlashmasin. U holda
e e
B B E, S F F=F,

g

shu bilan birga F* va F' taqsimot funksiyalar. To‘g‘ri limit teoremaga
ko‘ra

£, ()= f(1).
S ()= [ () k>,

va yagonalik teoremasidan /(1) # /" (1), ammo bunday bo‘lishi mum-
kin emas, chunki lim /()= /(t) va shuning uchun ham /(1)= /" ().
Hosil bo‘lgan qarama-garshilik farazimizni noto‘g‘ri ekanligini ko'r=

satadi. 8-teorema ishot bo‘ldi.

IV BOBGA DOIR MASALALAR

=i

1. f()= f(-1), f(t+2a)= f(1),0<t<a bo‘lsa, [f(1)
tengliklar yordamida aniglangan funksiya xarakteristik funksiya
ekanligi isbotlansin.

2. & va & turli tagsimlangan bo‘lib, & +&, va & +&,
yig'indilarning tagsimot funksiyalari bir xil, bog‘ligsiz &,.£..<;
tasodifiy miqdorlarni topish mumkin ekanligini isbotlang.

3. Agar f(7),t€ R xarakteristik funksiya bo‘lsa, u holda

[ £l a,
i Lf(H— 2a),lil> a,

1!
¢2 (1)'—"—7[!‘_{(“)(1”.

¢, (1)=exp{ f(1)-1]
funksiyalar ham xarakteristik funksiyalar ekanligi isbotlansin.
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4. f(1), 7€ R xarakteristik funksiya uchun
1-|7@0f <4(1-| 7)), te R

tengsizlik o°rinli ekanligi isbotlansin.
5. Har qanday haqiqiy f(r),te R xarakteristik funksiya uchun
1+ ren=2[ (0]
tengsizlik o‘rinli ekanligi isbotlansin.
6. Agar I'(x) tagsimot funksiya va f(f) uning xarakteristik
funksiyasi bo‘lsa, u holda har ganday xe R uchun

A W
}171’\11_,—7, J_/(l)e Hdt=F(x)=F(x=0)
RS

tenglik isbotlansin.
7. F tagsimot funksiya, x, uning sakrash nuqtalari, / unga
mos kelgan xarakteristik funksiyasi bo*lsa, u holda
¥
tim 7 [17f dr=S[F )= ~0]
tenglik isbotlansin.

8. Absolut uzluksiz tasodifiy migdorning xarakteristik funk-
givasi 7 —» » da nolga intilishi isbotlansin.

3 9. ., f..f, — xarakteristik funksiyalar va £ f,= £ f; bo‘lsin.
Bundan 7, = /. tenglik kelib chigadimi?

10. Agar f, va f, — xarakteristik funksiyalar bo‘lib, 0<8 <1
bo'lsa, u Lolda (1-0)f,+0 f, ham xarakteristik funksiya ekanligini
ko‘rsating.

11. Agar M& =0 bo‘lsa, u holda

w0

A./]g[:% j‘;‘*:‘z-/'“ld/

tenglik isbotlansin. Bu yerda f— xarakteristik funksiya, Re f esa
/ ning hagigiy gismi. Agar D¢ mavjud bo‘lsa, u holda

£
cl=

M

2 1-Re /' (1
_2 J ef W) 5
e t
tenglik isbotlansin.
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12. Xarakteristik funksiya juft funksiya bo‘lishi uchun unga

mos kelgan F(x) tagsimot funksiya
F(x)=1-F(-x-0)

shartni qanoatlantirishi zarur va yetarli ekanligi isbotlansin.

13. Bog‘ligsiz tasodifiy migdorlarni qo‘shganda uchinchi mar-
kaziy momentlar qo‘shiladi. to‘rtinchilari esa qo*shilmasligi isbotlansin.

14. f., (t.1)=[; (1)- f, (1).te R tenglikdan & va 7 tasodifiy
miqdorlarning bog ligsizligi kelib chigmasligi isbotlansin.

15. f;., (t.0)= f: (1) f, (1).1€ R tenglikdan & va n tasodifiy
miqdorlaming bog‘ligsizligi kelib chigmasligi isbotlansin.

16. & tasodifiy migdorlaming nolda differensiallanuvchi ckan-
ligidan M& ning mavjud ekanligi kelib chigmasligi isbotlansin.

17. Xarakteristik funksiya haqigiy giymatli bo‘lishi uchun u juft
funksiya bo*lishi zarur va yetarli ekanligi isbotlansin.

18. Quyidagi funksiyalar xarakteristik funksiya bo‘la olmasligi
isbotlansin:

.‘[4'

bty
¢) a,cost+ ...+ a,cosnt + bsint +...+ b sinnt, b,...b,#0, bu
yerda a,be R.

a) L‘_’!I"

19. coss* funksiya xarakteristik funksiyami?

20. £ =£(w) tasodifiy migdor (Q,M,P)~ chtimollar fazosida
aniqlangan, bu yerda Q=[0,1}, R =R ~[0.1] oraligdagi Borel to'p-
lamlarining o-algebrasi va P = P, ~ Lebeg o‘lchovi. Agar

{2(0,050)51.
J
1

P

a) E(w)=
2o-1,-<w<l;
{ 2
b) &(@)=Inm;£(0)=0;
L0sw<1/3,
¢) Ew)=40,1/3<w<2/3,
[L2/3s0<1
bo‘lsa, uning xarakteristik funksiyasi topilsin.
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21. Zichlik funksiyasi

ml-hx ,—®<x<® bo‘lgan tagsimotning
xarakteristik funksiyasini toping.

22. £=(&,,...§,)—R" dagi tasodifiy vektor, St~
uning xarakteristik funksiyasi, 7,(7).....f,(f)— mos ravishda et
tasodifiy migdorlarning xarakteristik funksiyalari bo‘lsin. &iest.ta-
sodifiy migdorlar bog‘ligsiz bo*lishi uchun ixtiyoriy #,,...,7, lar uchun

S ):ﬁf, (1;)
i=1

tengliklarning o‘rinli bo*lishi zarur va yetarli ekanligi isbotlansin.
23. &£ =(&,....E,)—R" dagi tasodifiy vektor, f(f,...,t,) esa
uning xarakteristik funksiyasi, fi(f)...., f,(t) lar &,,....&, tasodifiy

migdorlarning xarakteristik funksiyalari bo‘lsin. Ixtiyoriy haqigiy
te R uchun

tengliklarning o‘rinli ckanligidan &, ,..,&, tasodifiy migdorlarning
bog'ligsizligi kelib chigmasligini ko‘rsating.

24, [.(1 ). [>(1),...— xarakteristik funksiyalar, a,a,,... manfiy
bo‘lmagan sonlar bo*lib, a, +a, +... =1 bo‘lsin. U holda

g()=>a,f (1)
i=1

funksiya xarakteristik funksiya bo‘lishi isbotlansin,

25, F(x) — f(r) xarakteristik funksiyaga ega bo'lgan tagsimot
funksiya bo‘lsin. Re f(2) xarakteristik funksiya ekanligini isbotlab,
unga mos kelgan tagsimot funksiya topilsin. ‘ )

" 26. & tasodifiy migdor f (1) xarakteristik funksiyaga ega bo‘-
lib, gandaydir a uchun P{£ =a}>1/2 bo'lsin. U holda f(1) haqiqiy
sonlar o‘gining birorta ham nugtasida nolga aylanmasligi‘ isbotlan;m.

27. £ tasodifiy miqdor hagigiy f(f) xarakteristik funksiyaga
ega bo'lib, gandaydir a#0 uchun P{é=al<T{A bo‘lsin. U holda
f(t) cheksiz ko'p nugtalarda nolga aylanishi isbotlansin.
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28. Quyidagi xarakteristik funksiyalarga mos kelgan tagsimotiar
topilsin.

a) cost; b)cosit; c¢)e’; d) e
sin? 5
e)J—ﬂ; L g)——; - h) e'cost.
1+~ 1-it 1

29. £,.£, ...—bog'ligsiz bir xil tagsimlangan tasodifiy migdorlar
ketma-ketligi, v — butun musbat giymatlarni gabul giluvchi va £,.Z, .-
ketma-ketlikka bog‘liq bo‘lmagan tasodifiy —miqgdor bo“llb.
p,=Plv=k), f(t) esa & tasodifiy migdorning xarakteristik funk-
siyasi bo‘lsin. & +..+¢& tasodifiy migdorning xarakteristik funk-
siyasini toping. :

30. Juft uzluksiz va 1>0 da qavarig, 0< f(r)<1 va f(0)=1

shartlarni qanoatlantiruvchi ixtiyoriy funksiya xarakteristik funksiya
bo‘lishi isbotlansin.



V BOB. LIMIT TEOREMALAR

Oldingi boblarda keltirilgan fikr-mulohazalardan ko‘rinadiki
ehtimollar n;‘.'/m‘iyz'lsining Ko*pchilik masalalari tasodifiy miqdorla;-
yig'indisini o‘rganish bilan bog'liq bo‘lar ekan. Bunga oddiy misol
sifatida binomial tagsimotni (polinomial tagsimotni ham) olish mum-
kin, O*zaro bog'ligsiz tasodifly miqdorlar yig*indisining tagsimoti har
bir qo‘shiluy chilfu' mgsimmlurining kompozitsiyasi bilan aniglanadi.
Lekin tagsimot funksiyalar sinfida aniglangan bu amal murakkab va
<hu munosabat bilan yig'indi tasodifty miqdorning taqsimotini aniq
hisoblashga qaratilgan harakat befoyda bo*lib chigadi. Shuning uchun
(asodifiy migdorlar yig'indisining tagsimotini asimptotik ifodalar yor-
damida approksimatsiyalash masalalari muhim ahamiyat kasb etadi.
()'7 navbatida togsimotarni approksimatsiyalash masalalari etimollar
nazariyasining limit teoremalari bilan bog'liqdir.

Amalivotda bitta tasodifiy migdor ko'p marta kuzatilib, natija
har bir kuzatuy giymatlarining yig*indisidan iborat bo*lgan hel ko*p
uehraydi. Yugorida gayd gilingan gimor o‘yinlari bilan bir gatorda,
birorta fizik kattalikni, o‘lchov anigligini oshirish uchun  takroriy
olchashlar, so‘ngra ulami o‘rtalashtirishlar, ko‘p karra bir jinsli
sabablar ta’sirida o'tadigan, vaqiga bog‘liq bo‘lgan jarayonlar va shu
Kkabilar bunga misol bo*la oladi.

{Ushbu bobda bunday hodisalar yagona ehtimollik nuqtayi naza-
ridan quyidagi sxemaga asoslanib tavsiflanadi.

Bog ligsiz. bir xil tagsimlangan bolishi ham mumkin bo*lgan,
tasodifiy migdorlar ketma-ketligi berilgan bo‘lsin. Bizni ulardan
birinchi 7 ta yig‘indisining, qo‘shiluvchilar soni o‘sgandagi (asimpto-
{ik) holati giziqtiradi. Yetarlicha Katta n larda tasodifiy miqdorlar
o'rta arifimetigi tasodifiylik xossasini yo'gotib, matematik kutilmalar-
ning o‘rta arifmetik qiymatiga intilar ekan. Bu tasdiq katta sonlar
qonuni deb ataladi.

Katta sonlar qonuni ikki xil yo'nalishda kengaytirilgan. Ulardan
biri o‘rta arifmetik migdorning dinamikasi bilan bog'lig. Bu yo‘na-
lishning asosiy natijalariga kuchaytirilgan katta sonlar qonuni va
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takroriy logarifm qonunlarini kiritish lozim. Ikkinchi yo‘nalishning
boshlang‘ich punkti ba’zan markaziy limit muammosi deb ataluvchi
masala hisoblanadi. Bizga ma’lum bo*lgan Muavr—Laplas teoremalari
bunga misol bo‘ladi. Markaziy limit muammoning yechimi bog'ligsiz
tasodifiy miqdorlar ketma-ketligi yig‘indisi har bir qo‘shiluvchining
qo‘shgan hissasi yig‘indiga nisbatan cheksiz kichik bo‘lgan holda,
tagsimot funksiyasining limitlaridan tashkil topgan sinfni tafsiflashga
imkon beradi.

1-§. Markaziy limit teorema

Ushbu paragraf ehtimollar nazariyasining eng ajoyib natija-
laridan biri bo‘lgan markaziy limit teoremaga bag‘ishlangan. Har
qaysi qo‘shiluvchilari cheksiz kichik bo*lgan bog‘ligsiz tasodifiy mig-
dorlarning yig‘indisi keng shartlar bajarilganda normal tagsimot funk-
siyaga (Gauss tagsimotiga) yagin tagsimotga ega. Bu natijaning qiy-
mati ehtimollar nazariyasi chegarasidan juda chetga chigib ketadi. U
ko‘p amaliy masalalarni yechish jarayonida normal tagsimotni
ishlatish uchun asos vazifasini bajaradi.

(QAP) ixtiyorly ehtimollar fazosi va &,.Z,...C,
aniglangan tasodifiy miqdorlar ketma-ketligi bo‘lsin

1-ta’rif. Agar ixtiyoriy xe R uchun ushbu

P("f‘ do bl ~M(E . HE) e J
D& +..4E,)

,... unda

1
- M(x) —
s Jon

j' e " du

munosabat o‘rinli bo‘lsa, u holda &, &, ,....¢

Sy veer

tasodifiy migdoriar
ketma-ketligi markaziy limit teoremani ganoatlantiradi deb ataymiz,
Avval markaziy limit teoremaning bir xil tagsimlangan bog'-
ligsiz tasodifiy migdorlar ketma-ketligiga taallugli bo‘lgan eng sodda
variantini keltiramiz.
1-teorema. &, .&, .....5, ... tasodifiy migdorlar bog‘ligsiz bir xil

tagsimlangan va M& =a chekli matematik kutilmaga hamda chekli
D§n=0-2>(), nz1 dispersiyaga ega bo‘lsin. U holda ular markaziy
limit teoremani qanoatlantiradi, ya’ni
G oty
P(i—Ms.\- - D(x).
\ agan n—rw
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151):)(1. <, =&, —a belgi kiritamiz. U holda ME =0 va
ME? =c” . Xarakteristik funksiyalarning maxsus xossasi (5-teorema
= e

A

(16) munosabat)ga ko‘ra

95

. o KOG 5
T (0=1=Z s o(), M
X Ey+..+E, —na noE

Shu bilan birga, S, =220 =515k tenelik o°rinli igini

hu ‘ o Dy nglik o‘rinli ekanligini
ko‘rish gqiyin emas. Shuning uchun ham S, miqdorning xarakteristik
funksiyasi

A Pia3 ¢ 2 !
fs =111z 00 @=117 (—,): 1——+o(‘_)
) P, el AT 2n n

ko‘rinishga ega va demak u n —>wda " 2 ga nuqtaviy yaqinlashadi.

Ammo, ¢ o funksiya (0:1) parametrlarga ega bo‘lgan normal taso-
difiy migdomnimg  xarakteristik  funksiyasidir. Endi 1-teoremaning

ishoti xarakteristik funksiyalar uchun isbotlangan teskari limit teore-
madan kelib chigadi.

I-misol. ar bir tajribada yutugning ehtimoli p bo‘lgan Ber-
nulli sxemasini ko‘ramiz. g, orgali k-tajribadagi yutuglar sonini bel-
pilaymiz, u holda

Mu, = p, Dy, = p(l=plk=12,..,n.

S, =y + ..+ u, belgilash kiritamiz.

| -teoremaga ko‘ra, ixtiyoriy x& R uchun

,,’ P, < ,\-] > D (x).
\ Anpg -z

Bu tasdiq Muavr-Laplasning integral teoremasini aks ettiradi.

2-misol. O¢lchov xatoliklari. Biror a miqdomi o‘lchaganda
tagriban £ qiymat hosil boladi. Yo'l qo®yilgan xatolik 6 =& —a ikkita
xatoliklarning ushbu

6 = (& - ME)+(ME —a)

yig'indisi shaklida ifodalanishi mumkin. Ulardan birinchisi & - Mg
tasodifiy xatolik, ikkinchisi M -« esa sistematik xatolik deb ataladi.
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YVaxshi o‘lchov usullari ishlatilgan holda sistematik xatolik
nolga teng bo‘ladi, shu sababli MZ=a deb olamiz va demak
ME —-a=0. DE=1* bo'lsin. Tasodifiy 6 xatolikni kamaytirish
uchun n marta, giymatlari &,.5,.....&, bo‘lgan bog‘ligsiz o‘lchov
o'tkaziladi va a migdorning giymati sifatida
= §1+6a+. 45,

n
o‘rta arifmetik giymat olinadi. Bunda ganday xatolikka yo*1 qo‘yiladi?
1-teoremaga ko‘ra

e-lnlz

P( : J t_’": 2dt.

S ~a|££)= S

O‘ng tomonda turgan funksiyaning giymati jadvallashtirilgan
(ilovalar 2-jadvalga qaralsin).

3-misol. Antropologiyada ma’lum yoshli va jinsli odamning
bo'yi yo'ki vazni odatda normal tasodifiy migdor deb hisoblanadi.
Ammo ko'p hollarda bu parametrlaming logarifmlari normal
tagsimlangan deb juda katta asos bilan aytishimiz mumkin. Agar 71
tasodifiy migdor uchun £ =logn normal tagsimotga cga bo‘lsa, u
holda 5 logarifmik normal tagsimotga yoki qisqacha lognormal tagsi-
motga ega deyiladi. Bo‘yni yo‘ki vaznni lognormalligini nazariy
jihatdan ham asoslash mumkin. Masalan, vazn juda ko‘p bog‘ligsiz
sabablar natijasida hosil bo‘ladi va ular vaznga multiplikativ ta’si
ko‘rsatadi, ya'ni

n=ny 100,

Bu yerda 5, lar birga yagin bo‘lgan bog‘ligsiz tasodifiy migdorlar. Bu
holda

logn =3 logn,

k=1
va logn 1-teoremaga ko‘ra limitda normal tagsimotga ega.
4-misol. Markaziy limit teorema yordamida sof analitik nati-
jalarni ham isbotlash mumkin. Masalan, ushbu
L I
lime Z_A—' =

N5 bl Ct

9| —

tenglikni ishotlaymiz.
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Faraz qilaylik, S, — parametri »n bo‘lgan Puasson tasodifiy

migdori bo‘lsin. U holda :
S n
P(S. <n)=cryiies
M=
Ammo S, =&, +&, +..+&,, bu yerda & &, ...,€ , — bog'ligsiz

bir xil tagsimlangan, parametri 1 ga teng bo‘lgan Puasson tasodifiy
migdorlar bo‘lib, Mé =D& =1. l-teoremaga ko‘ra

lim u"‘i——— hm P(S, <n)= I
iz T r

kel NG
Ba’zi shartlar bajarilsa bog‘ligsiz turli taq51mlangan tasodifiy
migdorlar ketma-ketligi uchun ham markaziy limit teorema o'rinli.
Agar ixtiyoriy r >0 uchun
12 2
—A-.‘ [ (x=a ) dF, (x) >0
B % n—m

By k=l|x—g,

bo‘lsa, v holda (5, ;& =1 tasodifiy migdorlar ketma-ketligi uchun

n
: ; s i
Lindeberg sharti bajarilgan deyiladi, bu yerda a, =M, B, —ZD{k
k=l

va [, () esa &, tasodifiy migdorning tagsimot funksiyasi.
2-teorema (Lindeberg). Agar bog‘ligsiz tasodifiy miqdorlar
ketma-ketligi uchun Lindeberg sharti bajarilsa, u holda ixtiyoriy xe R

uchun

B, n—n

o1 t62 G ™ . o
p[ é14%: r:',,_‘_‘f»_"_:_Lf’gx)ﬁq,(x),

n

Ishoti. Quyidagi tasodifiy miqdorlarni kiritamiz:

Ein = Ll SUSE
7 B,

i

J holda

i 5 | 7
M, =0, MSy, = ;;‘Dvﬁk , 2 Dby =
k=1

n

) (& +Er+.. 4, y-(ay+ay+..4a, ) &r-aq
5 & g “-,,' 7 n __Z k%% "Zél\u

! b/l k=1 Bn

k=
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tasodifiy miqdoming xarakteristik  funksiyasini hisoblaymiz.

ém_"f = 1,2,..: tasodifiy migdor]ar bog‘ligsiz bo‘lgani sababli. xarak-
teristik funksiyalarning xossasiga ko'ra

S, =TT, =T/ (D @
. . k;I (e l:]
(2) tenglikning har ikkala tomonini logariflaymiz:

Infs ()= f, (1)
k=1

va

[

~

Infg (1) >~

e

o]

munosabatning o‘rinli ekanligini ishotlaymiz. Buning uchun avval
ixtiyoriy chekli < 7 intervalda, & (1< k < n) va ¢ lar bo*yicha tekis

Inf,, (1) >0
yoki
Sl e gl
munosabatlarning o‘rinli ckanligini isbotlaymiz.
V bobdagi (15) tengsizlikdan va
[ itxdF, (x)= Mité,, =0
tenglikdan foydalanib quyidagini topamiz:

I¢Lu(l)—llz

o«

[(e™ —1-itx)dF,, (x)

[(e™ ~1)dF,, (x)

< j‘—’i;’—_dﬁ,.(,\‘):%( I+ '( ’\'311’1?,,,(\‘]. (3)
—£ \lzlse Ixd>e /
Ushbu
P et = Pl e 20 o pl B (2 ) ()
]‘"'( B, ,J g FEEH J o J i

tenglikni hisobga olib, ixtiyoriy r > 0 uchun
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h Lk

Bn k=l|y-g; |>tB, A=l|-"_¢lc|
—_—r
B,

:; .[ zzdFku(Z)—n—_)w—)O.
k=l|zpr
(3) tenglikning o‘ng tomonini yugoridan quyidagi ifoda bilan
baholash mumkin:
7

SF | 2dBy ).
~ e
Shunday qilib, barcha yetarlicha katta » sonlar uchun, 1<k<n
shartni qanoatlantiruvehi & va ixtiyoriy chekli [-7,7] intervalda
yotuvchi 7 larga nisbatan tekis ravishda

2l 2
i (=12 5+ T DE,

2

tengsizlik o‘rinli ekan.
Oxirgi tengsizlikdan (1= & < n) ga nisbatan tekis ravishda

lim 73, (1) =1 (4)
va barcha yetarlicha katta n larda, ixtiyoriy chekli [-7,T'] intervalda
yotuvchi 7 lar uchun

. 1

£ () =1]< 5 (5)

tengsizlik o'rinli. Shuning uchun ham biz bu oraligda quyidagi yoyil-

mani yoza olamiz:

In /g (1) —illl,/;,,(t):iln(H(j;"(r)—l)):
k=1 k=1

:Z(ﬂ,,(/)—l)+R,., (6)
bu yerda R”(I)fZZ————(/,"(r) i
k=lg=2
(5) tengsizlikka ko‘ra
fin (1) l| | frn (1) l|
R (t |_, S*I In < \/ kn < ’
I u( ,| ‘Z“ ° ) b;,?:ll i/hv(’) 1‘ Zl/kn( ) I
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ammo
o

Z[fk,,(r) 1|= Z ]'( nx_l-nx)dF (x)‘l<_z jx dF,, (x) ’T
k=10 “ k=l -

Demak, |R, ()|< %—{n;xxl fin (=1
(5) dan, ixtiyoriy 7 >0 uchun re[~T,T] oraligga nisbatan

tekis ravishda n — wda
R, (1)—>0 (7)
kelib chiqadi.
Shu bilan birga
(8)

Z(fb:(’) _7’/)::*

bu yerda

p, ()= —+z j( * =1~ itx)dF,, (x)
Aytaylik, 0 <& — lxllyuny musbat son bolsin. U holda
Z’)ﬁb, =i
k=1

ckanligini hisobga olib, quyidagiga ega bo‘lamiz:

p, (=Y leju-20 LE, (x)4
kf‘[x'(: \ )
+ el 1 itx F, e
AZ.,\JL( z p

V bob 4-§ dagi (15) tengsizlik quyidagi bahoni olishga imkon
beradi:
P, ()= Jlr' dF;,, (x)+¢* Z j x*dF,, (x)
k=1xize k=1 x|>¢

|I] Z f xld[?k"(,\-)*,f‘i J R (x) =

k=l{xjc k=1]yls
— ll e l( M b3 ;2 2 v
R e 1 =€ szl\j, x dF, (x).

160



s A S

Lindeberg shartiga ko‘ra

5 |,l \.# 2
r (] SO Z J‘ x°d in (x)ﬂ ['—TgT], >0
\ 6 k=1|x]>e

go‘shiluvchining giymatini istalgan 6 >0 sondan kichik gilib olish
mumkin. & ning ixtiyoriyligidan foydalanib, uni shunday tanlaymizki
natijada barcha 6 >0 va 7.1 [7.7] sonlar uchun )

lp, (1)|<28, (n2ny(e,8,T))

tengsizlik orinli bo*lsin. Bu tengsizlik 7 ni qiymatining har bir chekli
intervalida tekis ravishda

Iﬁm P, (1)=0 )

munosabat o‘rinli ekanligini ko‘rsatadi.
(6)-(9) munosabatlardan, har qaysi oraliqda tekis ravishda

2

limln f, (1)=—-—
Sn b

n-a
ckanligi kelib chigadi. Teorema isbot bo*ldi.
[.vapunov teoremasi. Agar { & | asodi i
vaj CAgar [£§ tasodifly migdorlar ketma-
ketlio: uchun shunday musbat & mavjud bo‘lib, n — e da
;

\’" LB 0
B 4_,'“"7‘ “(l/.| —> 0 (Lyapunov sharti)

k=l
munosabat o'rinli bo‘lsa, u holda bu tasodifiy migdorlar ketma-ketligi
uchun markaziy limit teorema o‘rinli bo‘ladi. 5
Ishoti. Lyapunov shartidan Li ini

. Lyz an Lindeberg she “rinli igi
Tl |l it I’d‘b“!;' shartining o rinli ckanligi
celib chigishiga ishonch hosil gilamiz. Hagiqatan ham

:

n

et g 2 g | & 240
__;Z J (x—ap) (//‘/,(,\'){ii——,z j (x—u,\ )"0 dF,(x)<

3
3,(7B,)" k lx=ag|>e8,




1-mashq. 1-teorema Lindeberg teoremasining natijasi ckan-
ligini isbotlang.
2ta’rif. {&,f, . tasodifiy miqdorlar ketma-ketligi bo'lib,

.fh,zéi;—gf—,kzi,—n, nzl bolsin, bu yerda a,=MS,

B = D&, +...+&,). Agar ixtiyoriy £ >0 uchun
( (10
max P([,, > £) ———0 )

bo‘lsa, &, tasodifiy migdorlar hisobga olmasa ham bo‘ladigan
darajada kichik (nolga tekis yaqinlashadi) deyiladi.
Lindeberg sharti

Z('f; —a, )/B,
k=1

tasodifiy miqdorning tagsimoti n —» = da N(0,1)—normal tagsimotga
intilishi uchun zaruriy shart emas. Bu fikmi quyida keltirilgan misol
tasdiqglaydi.

5-misol. &, =7,¢,,=..=£,=0 bo'lsin. Bu yerda n—(0,1)
parametrli normal tagsimotga ega bo‘lgan tasodifiy migdor bo‘lsin. U
holda

M:mo,zbs‘":l.f’( ks |= P(n<x) [
k=l k=l V&lt

tengsizliklar o‘rinli, ammo Lindeberg sharti bajarilmaydi.

Ammo, agar

n ’ X 5
Pl &, Sx |—>— | “dr
(E-kn J I \/:_TIT :[

yaqinlashish bilan birga hisobga olmasa ham bo‘ladigan darajada
kichiklik sharti bajarilsa, u holda Lindeberg sharti zaruriy shart bo‘lib
qoladi.

3-teorema. Agar {&, | bog'ligsiz tasodifiy migdorlar ketma-
ketligi (10) shartni ganeatlantirsa va har ganday x& Ruchun

n X
¥ | 2
P(ZGM £x J————W j(’ et

=l V2r s

bo‘lsa, u holda Lindeberg sharti bajariladi.
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Isboti. Quyidagi tengsizliklarning o‘rinli ekanligini ko‘rish
qiyin emas:
1) =1]=[pMe" ~1]< [ |e =1|dF, (x)+

Ixl>e

+ e =1dr, (=<2 [ dR, (0 + J'[/g|a’ w (VS2P(E,[>e)+e].
|ds

xise lxi>e

(10) shartga ko'ra, ixtiyoriy (e Ruchun

max|f,, (1) =1 —5-0.

Lindeberg  teoremasining isbotlashda qo‘llanilgan usuldan
foydalanib. quyidagini topamiz:

A n = 2
[R,| ,g,_ﬂ 10 =X (S (0=1)1 < X o (0 =1F < S max] £y, () -1].
| k=1 k=1 < k=n
Quyidagilar ham o‘rinli

YA (D=1)= [£

S R ()=

[ ¢ ~1-itx dG, (x),
. e

buyerda G, (x) Z f I“(//~,‘/ (7)
kelps
Demak,
In /(1) ' 12

muhosabaidan, /¢ R uchun nll(](dVly rdvlshdd

Z( //”(’) )'—-”—_H—)l /2
k=1
va (7, (x)tagsimot funksiya bo‘lgani uchun

44

l-’ —l»m Jd(’ (6 Yoemeiiil

n—>

-0\

So‘ngra
i %

X

|-
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va bu tengsizlik x#0 da gat’iy. Shuning uchun ham, agar 7 >0
bo‘lsa, u holda
e

7k
P4

sup

Jsboe
bu yerda 6(r)> 0. Demak, |x|>r tengsizlikni ganoatlantiravchi bar-
cha x lar uchun

1
33”5(7),

ix Lo
Re(e 2 “+—;~J25(1)>0.
LR = ¥

U holda
| 6(x)dG, (x)——0.
;Kl’/?ll
Agar E(x) funksiya 0 nuqtani 1 ehtimol bilan qabul giluvchi
tasodifiy miqdomning tagsimot funksiyasi, ya'ni
[1,x=0,
Em=1"
bo‘lsa, u holda
[ 6(z)dE(x)=0
Ixlsr
va G,(x)=> E(x), bu esa Lindeberg sarti bajarilishiga ckvivalentdir.
Teorema isbotlandi.

2-§. Tasodifiy miqdorlar ketma-ketligining
yaqinlashish turlari

Matematik analiz kursida funksiyalar ketma-ketliginmng turli
yaginlashishlari ko‘riladi: tekis yaginlashish, deyarli barcha nugta-
larda yaginlashish, o‘lchov bo‘yicha yaginlashish, o‘rta kvadratik
yaginlashish va boshqa shular kabi yaginlashishlar. Xuddi shu kabi,
ehtimollar nazariyasida ham (elementar hodisalar fazosida aniglangan
funksiyalar kabi qaraladigan) tasodifiy migdorlar ketma-ketligi uchun
va shu bilan bir qatorda tagsimot funksiyalar ketma-ketligi uchun ham
turli yaginlashishlar ko‘riladi.

Ushbu paragrafda tasodifiy miqdorlarning turli yaginlashishlari
ko*rilib, ular orasidagi bog lanishlar o’ rganiladi.
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Bir ehtimol bilan yaqinlashish (deyarli mugqarrar
vaginlashish).

4-ta’rif. (2,4, P) ehtimollar fazosida aniqlangan & =&(w) va
{&, =&, (w), n 21} tasodifiy migdorlar berilgan bo‘lsin.

Agar

P{me Q; Il,i})};”(w):j(w)} =1
bo'lsa, u holda &.&,.... ketma-ketlik 1 ehtimol bilan (deyarli
mugarrar) & tasodifiy miqdorga yaqginlashadi deyiladi va buni
1cht

2 £ 14 leht.
&, —=={ (yo'kigatmtl)

N=»0
orqgali belgilanadi.
4-teorema. £, — % 5& munosabat ofrinli bo‘lishi uchun,
ixtiyoriy £ >0 uchun
| 5 By
lim P{we Q: supl;w (w)-&(w )| 2 sl =0
nv | J
bo*lishi zarur va yetarli.
Ishoti. Quyidagi tenglikni o‘rinli ekanligini ko‘rish qiyin emas:
;m. Q:limé (w)=&(o )I =Rl ﬁ{me‘ !2:|§m (w)—é-,'(w)!i Liiry.

r=ln=lm=n

Faraz qilamiz,
I’;mr_ Q:limé, (w)#: (@ )} =0
' n-ran ¥
tenglik o rinli bo‘lsin. Bu esa 0z navbatida

PLUN Uik, (m)—é(w)l‘»l/r}}-—()

Lr=ln=lm=n
fenglikka ekvivalent. Oxirgi tenglik esa, o'z navbaiida, ushbu:
ixtiyoriy r > 0 uchun

yoki ixtiyoriy # > 0 uchun
(¥ :
lim P| Ulle, ¢ ;»1//-}J

nm=n
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ta’kidga ekvivalent. Oxirgi ta’kid esa: ixtiyoriy >0 uchun

hmP(supE —E|>1nj 0

bilan teng kuchli. Bu esa ziddiyatga olib keladi. Yuqorida aytil-
ganlarning hammasidan teoremaning isboti kelib chigadi.

A.A,...Jar A dan olingan hodisalar ketma-ketligi bo‘lsin.
4, chk.} orqali A, A,....— hodisalardan cheksiz ko*pi ro*y berishini
ifodalovchi

limA, = llmqup A ﬂ U 4,

n=lk=n
hodisani belgilaymiz.

Quyidagi Borel-Kantelli lemmasi ehtimollar nazariyasi va maic-
matik statistika kursining eng mubim va amaliyotda keng ko‘lamli
tatbiglarga ega bo‘lgan natijalaridan biri hisoblanadi. Bu lemma
{ 4,,n =1}~ hodisalar ketma-ketligi limsupligining ehtimolini hisob-
lashga bag‘ishlangan.

5-teorema. (Borel-Kantelli lemmasi). (€2, 4./7)~ chtimollar
fazosi va { 4,j ~ hodisalar ketma-ketligi bo‘lsin.

(a) agar ZP(A,,)/. @ bo'lsa, u holda P(limsup 4,) =0,

n=l

(b) agar P(4,) ator uzoqlashsa (ya'ni 3 P(A,)=4x) va
) 4 q

n=1 "

{4,} - hodisalar ketma-ketligi bog‘ligsiz bo‘lsa, u holda
)zl
Pllimsup4,)=1.

Isboti. (a) Awval limsupA, = |J 4, Yk>1 munosabatning
o‘rinli ekanligini qayd etamiz. Demak, har ganday butun k& =1 uchun,
Bul tengsizligiga ko‘ra

o

P(limsup A, ) < P( i; P( A4,) (11)
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Z P(A,) qator yaginlashgani uchun uning qoldiq hadi nolga

intiladi, ya’ni k —>c da ZP(A,,) — 0. Shuning uchun ham (11) da

n=k
Jc — oo deb, biz kutilgan natijaga ega bo‘lamiz.

(b) Biz P((limsupA,,)‘ )= 0 ekanligini ko‘rsatamiz, bu yerda
A=4. Ta’rifga ko‘ra

(limsup 4, )" = U m Tl

n=lm=n

(Morgan gonuni) bo*lgani sababli, biz har bir n >1 uchun

P[ﬂA;,,]:o (12)
ckanligini ko‘rsatishimiz yetarli. n21 ni fiksirlaymiz. Har ganday
hagigiy v uchun 1+ x<e" tengsizlik o‘rinli. Bundan foydalanib, har
ganday /=1 uchun | A4,| hodisalar ketma-ketligining bog*ligsizligini

hisobga olsak,

/,‘( e | 1{ ﬂ4J ™ (1~ P(4, ))écxp[’l ’HZ]P(Am)1

i ni=n

nty

2 I(4) qator uzoglashgani uchun, j — da Z P(A4,)—> .
== =

lime " =0 bo‘lgani sababli, j ni cheksizga intiltirib, biz (12) ni hosil

gilamiz. Teorema isbot bo’ldi.

1-izoh. (a) va (b) tasdiglar birgalikda Borel-Kanielli lemmasi
nomi bilan vuritiladi. Bu ikkala natija 1909, 1912-yillarda Borel va
(1912-yilda Kantelli tomonidan isbotlangan).

Borel-Kantelli lemmasi ehtimollar nazariyasining (kuchli yaqin-
lashishlar bilan bog‘liq bo‘lgan) ko‘p masalalarida juda foydali, xusu-
san bu lemma kuchaytirilgan katta sonlar qonunlarini va takroriy loga-
rifim gonunlarini o‘rnatishda kerak bo‘ladi. Bu lemmaning birinchi

167



qismi keng ko‘lamli tatbiglarga ega, chunki undagi hodisalar ketma-
ketligi mutlaq ixtiyoriy bo‘lib, bog'ligsizlikka hech ganday shart qo*-
yilmaydi. Shu bilan birga u ixtiyoriy o‘lchovli fazolar va undagi ixti-
yoriy boshga (ehtimol olchovi bo‘lishi shart bo‘lmagan) o*lchoviar
uchun ham ofrinli, chunki (a) tasdigning isboti jarayonida ehtimol
o'lchovining monotonligi va yarim o —additivlik xossasigina ish-
latiladi, xolos.

Borel-Kantelli lemmasining (a) gismi o lchovlar nazariyasidagi
monoton yaginlashishlar haqidagi teoremaning nomanfiy hadli
qatorlarga tatbiqi natijasida kelib chigadigan xususiy holidan iborat:

(a) ning shartiga ko‘ra,

{314 -5, -5 ey
n=1 n=1

=l

va shuning uchun P(Z I, ==

\ n=l

=0,
/

Amimo [Z L= wI—J] =limsup 4, .

n=l

Aslida, agar Vn=1 uchun & 20 va ZM;‘”- o bo'lsa, u

holda Z.,‘” qator 1 ehtimol bilan yaginlashishini ko‘rsata olamiz

n=|

2-izoh. Borel-Kantelli lemmasining (a) qismiga teskari tasdiqn
quyidagicha ta’riflashimiz mumkin: agar P(limsup 4, )=0 bo‘lsa, u

holda ZP(A") qator yaginlashadi. Bu esa o'z navbatida ushbu: agar

n=|
ZI’(A"):VJ bo‘lsa, u holda P(limsup4,)>0 degan tasdigga ekvi-
n=1
valentdir. Borel-Kantelli lemmasining (b) gismi, agar bunga qo’-
shimcha ravishda 4, hodisalar ketma-ketligi bog‘ligsiz bo‘lsa, u hol-
da P(limsup4,)=1 ekanligini ko‘rsatadi; shuning uchun ham (b)
tasdiq (a) ning gisman teskarisi deb yuritiladi. Shu bilan birga, (a) tas-
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P

diqning teskarisi (ya'ni (b) tasdiq) umumiy holda to‘g‘ri emas, buni
quyidagi misol yaqqol ko‘rsatadi.

6-misol. Q=[0.1]. A4 — [0,]] oraligdagi Borel to*plamlarining
o-algebrasi, P esa A — Lebeg o‘lchovidan iborat bo‘lsin.
A =(0,1/n), vn>1 hodisalar berilgan bo‘lsin. U holda A,,l«@,
ya’'ni limsup A, =@ va

> P(4,)= Z—,l; =, lekin P(limsup4,)=0.
n=1

n

)

Bu misolda ¥n=m uchun A, = (c,c+1/n) deb olsak, bu yerda

| 3 - RIS
e m - —— sharmi qanoatlantiruvehi ixtiyoriy fiksirlangan butun son,
1—c

u holda ZI’( A )= va P(limsup 4 ) chtimolning giymati [0,1]
oraligdagi ;‘.1»_\m iy son bolishi mumkinligini ko‘ramiz.
l-natija. (£2.4,7) chtimollik fazosida {.‘;"} tasodifiy miqdoriar
ketma-ketligi va ¢ tasodifiy miqdor aniglangan bo‘lib, {t-:,,}"Zl
etma- ketlke £, v 0.n > o shartni qanoatiantiruvehi musbat sonlar
ketma-ketligi bo®lsin. Agar
o

£ )<m
n

bo‘lsa, u holda

munosabat o‘rinli.
Isboti. A4 = 1(!}-’— £2:|j

£
On 9

z&,{ bo'lsin. U holda Borel-
Kantelli lemmasiga ko‘ra, P(A4, chk.)=0, bu esa deyarli barcha
we 0 natijalar uchun shunday N =N(w) topiladiki, nzN(@)
uchun %v__"h(m)f—;((u)lia” ekanligini bildiradi. Ammo ¢, 40 bo‘lgani

sababli. deyarli barcha we Qlar uchun n > da &, (0) > S&(@).
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Tasodifiy migdorlarning ehtimol bo‘yicha yaqinlashishi

(£2,4,P) ehtimollik fazosida {g'"} tasodifiy miqdorlar ketma-
ketligi va £ tasodifiy migdor aniglangan bo*Isin.
5-ta’rif. Agar har qanday £ > 0 uchun

P(lé.,—él>s)—>0, n—w

munosabat o‘rinli bo‘lsa, u holda {& | tasodifiy miqdorlar ketma-
ketligi & tasodifiy migdorga ehtimol bo‘yicha yaqinlashadi deyiladi
va bu yaginlashish

[ A ) 8
&,——&, n—oo (yoki §, ———&)

n-y.

ko‘rinishda belgilanadi.

Bu yaginlashish ehtimollar nazariyasida ko‘p ishlatiladi.
Masalan katta sonlar gonunida (3-§ ga garang), limit tasodifiy migdor
£ o‘zgarmas sondan iborat boladi, ya'ni P(£ =c)=1. Analizda bu
yaginlashishni o‘lchov bo*yicha yaginlashish deb atashadi.

Endi ehtimol bo*yicha yaginlashishning ba’zi asosiy xossalarini

keltiramiz.
1-xossa. &, ~—”—i-—>¢ va f(x) funksiya R da aniglangan

uzluksiz funksiya bo‘lsin. U holda f(£)—L—5 /(&) munosabat

o‘rinli.
Isboti. f(x) ning R da uzluksiz bo‘lgani uchun, Kantos

teoremasiga ko‘ra u ixtiyoriy chegaralangan yopiq to‘plamda tekis
uzluksiz bo‘ladi. €>0 va ¢>0 ixtiyoriy musbat sonlar bo'iib,
d=06(g,¢)>0 shunday tanlanadiki, |.\“|s G ].\'] —-_\",|£ 6 tengsizliklar

bajarilganida
VACAEFAES B

bo‘ladi. Bundan
&)= 1@l <il>c} -+, -¢l> 5]
munosabat kelib chiqadi. Demak,
P(|f€)-1C)|>e)< PE|>0)+ P, -£]>8). (13)
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£ tasodifiy miqdorning & tasodifly miqdorga ehtimol bo‘-

yicha y;xqinlashishidan. ixtiyoriy fiksirlangan & >0 va ixtiyoriy ()
uchun shunday 7, = 7,(6) sonning mavjudligi kelib chiqadiki, > "’o
bo‘lganda
P(k, -¢|>8)<y
tengsizlik o‘rinli bo‘ladi. Demak, (13) tengsizlikdan » > 1, uchun
P(|fE) - 1@)]>e)< PE|>e)+ 7
kelib chigadi. Oxirgi tengsizlikda, 7 ning ixtiyoriy ekanligini hisobga
olsak,
’1.i1‘1‘11’(| fE)-1E€)|>e)<P(E]> c).
Bu tengsizlikning o‘ng tomonidagi miqdorni ¢ sonni tanlash
natijasida istalgancha kichik qilib olish mumkin ekanligidan,
| lim P(|(Z,)- /(&) >2)=0.
2-xossa. (&) Ak = L2 min = 1 tasodifiy migdorlaming m ta

(k) o7
va ,/('\‘]i'“v'\-m) esa R"da

k

‘181 - £ ” -
ketma-ketligi bo‘lsin. Agar &' ———¢&

aniglangan uzluksiz funksiya bo'lsa, u holda

FED LEM) —Ls fEY,...EM)
bo'ladi. : ¢ .
Isboti. 1-xossaning isboti kabi
},(I/,(‘”‘“: ..... T_’l’:uv)m‘/(é_-(l)““,ghul)>g‘)s
<'(I;( ,;1/\‘ _‘,), /)(,x:llx)__’c(k) & s;))
ya = 2 > n 5 Ouf
k=1

tengsizlikdan kelib chigadi, bu yerda &>0,c¢>0 ixtiyoriy musbat
sonlar, & >0 shunday tanlanganki, natijada, ‘,\'|‘<c,...,‘,\-m‘<c
va |x— \-1[_-, n',...l\‘” - _yml,’ 6 shartlar bajarilganda

|/ s X)) = S Graeens V)| S 8
bo‘ladi.

3-xo0ssa. Agar & — & va birorta ¢>0 uchun
P(I;’_ |<¢)=1 bo‘lsa, u holda
lim M&E, = ME.
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Isboti. Avval P({¢|<c)=1 ekanligini ko‘rsatamiz. Hagiqatan
ham, uzluksiz f(x) funksiya, f(x)=0, agar {x|s cva f(x)>0, agar
‘x[ > ¢ shartlarni qanoatlantirsa, u holda P( f(£,)=0)=1 va I-xossaga
ko‘ra f(‘f")TP%)f(ﬁ )- Shuning uchun ham

P(|sc)=P(f(£)=0)=1.
Ushbu
- | W

len ™=

< : D
I{);,,_;g-,f;; <6+ 2(,1{4;”_;5:“:

Bundan, £, —'—¢ munosabatga ko‘ra, ixtiyoriy &>0

uchun
’EinﬂMg'n - ME|<5

tengsizlik kelib chigadi.

4-xossa. Agar £, —-""& bo'lsa u holda &, s
bo‘ladi.

Ishoti. 4-xossaning isboti 4-teoremadan bevosita kelib chiqadi.

Ixtiyoriy tasodifiy miqdor 7 uchun F (x)= P(n = x) bo‘lsin.

Tagsimot funksiyalar uchun kiritilgan kuchsiz yaqinlashish tushun-
chasidan foydalanib quyidagi ta’rifni kiritamiz.
6-ta’rif. Agar n— o da F; (x)=> F,(x) bo‘lsa, u holda {&, |

tasodifiy miqdorlar ketma-ketligi & tasodifiy migdorga tagsimot

bo‘yicha yaginlashadi deyiladi. Bu yaginlashishni £, - 7}‘;—- >

ko‘rinishda belgilanadi.

5-xossa. Agar tasodifiy miqdorlar ketma-ketligi & tasodifiy
migdorga ehtimol bo‘yicha yaginlashsa, bu ketma-ketlik & ga tagsimot
bo‘yicha ham yaqinlashadi.

Keltirilgan teoremani “&, —2 ¢ dan &, —2—¢ kelib
chigadi” ko‘rinishida ifoda gilish mumkin.

Isboti. Aytaylik 1, =& ~& va f,,—qu:T—);‘ bo‘lsin. U holda

n, ——"—_':T—>0 bo‘ladi, ya'ni har ganday £ > 0 uchun
P({|17"l1>_£:)—>0.n —>w (14)
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munosabat o‘tinli. &, tasodifiy migdorning tagsimot funksiyasini
E, (0)=F,(x)= PUS, < x) = PUE, < xJn, | < e + P&, < xJn,| 22} (15)
ko‘rinishda yozamiz. Agar F.(x)=P({£ <x})=F(x) desak, (13)
tenglikdan
F(x)= PUE < x+eb)+ P({n,|>e}) = F(x+&)+ P({n,|2€}) (16)

tengsizlikni olish mumkin. Endi (14) munosabatni hisobga olib, (14)
tengsizlikda oldin # — . so‘ng &€ —>0 deb hisoblab, F(x) funk-
siyaning uzluksiz x nuqtalari uchun

limF (x) < F(x)
tengsizhkni yoza olamiz. (15) va (16) munosabatlarda & va &, taso-
difiy miqdorlarning o‘rinlarini almashtirib,

F(x)2 P(§, < x+&})+ P({n,|2e})
tengsizlikni hosil gilamiz. Bu yerda x ni x +¢ bilan almashtirsak,
F(x)=F(x—g)-P({n,|2 €})

bo‘ladi va bundan /(x) tagsimot funksiyaning hamma uzluksiz x
nugtalari uchun

lim /7 (x) = F(x)
tengsizlikning o‘rinli ekanligi kelib chiqadi. Demak, F(x) ning
uzluksiz x nugtalari uchun n -« da F, (x) > F(x), ya’ni &, =l

3-izoh. Tagsimot bo‘yicha yaginlashishdan tasodifiy migdor-
Jarning ehtimol bo‘yicha yaginlashishi kelib chigmaydi. Buni & va &,
tasodifiy miqdorlar uchun Fy (x)= F. (x), ya'ni g,:’;z bo‘lsa, § #&,
bo‘lishi mumkinligi ko‘rsatadi (boshgacha aytganda bir xil tagqsim-
Jangan har xil tasedifly miqdorlar mavjud). Masalan & tasodifiy
miqdor —1 va | giymatlarni 122 va 1/2 ehtimollar bilan gabul gilsin va
d

& =&, bo'lsin. U holda & =£,. Endi &,,,=§, §,,=¢&, deb olsak,
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0'z-o‘zidan ko‘rinadiki, {£,} ketma-ketik —%5 ma’noda
yaqinlashadi, —— ma’noda esa yaginlashmaydi.

Lekin limit tasodifiy migdor £ o‘zgarmas bo‘lsa, bu yagin-
lashishlar ekvivalent bo‘lar ekan. Bu tasdiq quyidagi xossadan kelib

chigadi.
6-xossa. Agar &, —nil———)f bo’lib. qandaydir ¢e R uchun,

P({&=c})=1iboilsa t. — =50

Isboti. Hagigatan ham, 5,,—‘1—>g’ bo‘lib, P({&=c})=1
bo‘lsin. O‘zgarmas ¢ sonini O deb hisoblash mumkin. U holda har
qanday & > 0 uchun n -« da

l-;,(+c)=F;,.u(+£)->l. (=£) 0.

rd
Lol
Bundan,

P(”'f“| /(:})': I=F,(e)+F, (-¢)
tenglikni hisobga olib, £, ——"—_’;7—)0 ekanligiga ishonch hosil gilamiz.
r-tartibli o‘rtacha yaginlashish.
(2.4.P) ehtimollik fazosida |£, | tasodifiy miqdorlar ketma-
ketligi va & tasodifiy migdor aniglangan bo‘lsin.
7-ta’rif. Agar

M, -&[ ———0 (r>0)

neyer

bo‘lsa, u holda {&, |

ut = tasodifiy migdorlar ketma-ketligi £ tasodifiy
miqdorga r —tartibli o ‘rtacha yagqinlashadi deyiladi va

£ L _yf
on now 2
orqali ifodalanadi. =2 bo‘lgan xususiy holda r-tartibli o‘rtacha
vaqinlashish o ‘rta kvadratik yaginlashish deb ataladi.
T-xossa. Agar &, —,i—,%f bo‘lsa, u holda &, ,—”“ :
Isboti. Chebishev tengsizligidan kelib chiqadi:
: Mz, —£|
Bigmepmisiiiiec] e j<——— 0

F 1y
&

o P
ya'ni &, —LsE .

-
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8-xossa. Agar ¢, < bo‘lsa, u holda

ME, — > M va ME? ——— ME”.

M, —-;"]S(M|§n =f z)'“

tengsizlikga ko'ra &, —H—¢ yoki M|E, —&|—=—>0 bo‘ladi.

=D

n—%

Isboti. &, ——l—'3—>£ bo‘lsa, u holda

n—=%

Endi
M:, = M(E, =& +£)= ME + M, ~§)
tenglikdan
“jf’ = Alfl: I"M(gn _SE)’S A‘{lén —Lfl n-yn 0
kelib chigadi. Demak, M& ———— ME. Birinchi tasdiq isbot bo*ldi.
Endi ikkinchi tasdigni isbotlaymiz. (a+ b)* < 2(02 + bz) teng-
sizlikdan

£ =[E+€, O] s2[6+&,-87]

kelib chigadi. Demak,

e -erT Tows e 45T

’

Bundan
|mé&? - ME?

kelib chigadi. 8-xossa isbot bo‘ldi.

———0 yoki ME}———>ME*

N o

3-§. Katta sonlar qonuni

Ushbu paragrafda » ta tasodifiy miqdorlar o‘rta arifmetigining
n —» o dagi limit holati o‘rganiladi. Keltirilgan natijalar yaqinlashish
turlariga, ehtimol bo‘yicha yagqinlashish yoki deyarli muqarrar
yaginlashishga bog‘lig ravishda ikki gismga ajratilgan.
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R EEER————

1. Katta sonlar gonuni (KSQ).
(©, 4, P) — ixtiyoriy ehtimollar fazosnda . NE N tasodifiy
migdorlar ketma-ketligi berilgan bo‘lsin.
8-ta’rif. Agar
e ME ..+ ME,  ,
n n n—=
ya’ni ixtiyoriy & > Ouchun
P(]g, Wk, Mo+ A ME | 7
5 2 l )

bo‘lsa, u helda {&,jne N tasodifiy miqdorlar ketma-ketligi katta

>0, (17)

sonlar qonuniga bo‘ysunadi deyiladi.
6-teorema. {£ ,ne N| tasodifiy migdorlar ketma-ketligi katta
sonlar qonuniga bo®ysunishi uchun

(i(,ﬂ = Mg‘,,)j
k=1

M ,ﬁ.',A“ —0 (18)
" +(Z(f —- ME,) J

shartning bajarilishi zarur va yetarli.
Isboti. Zarurligi. Belgilash kiritamiz:

' n
Ny==2, & = ME,).
IIA 1

(17) shart bajarilsin, ya'ni 17, —— 0 munosabat o‘rinli bo*lsin
U holda 1xt|yor|y e 0 uchun

m '7 n o)
M—Lo=M—20 M0, <e”+ M
e & R o U R

{1 e e
Unnl>e§

=e’+ P(|n,|>2)——>¢".
bundan (18) munosabat kelib chigadi.
Yetarliligi. (18) shart o‘rinli. ya'ni

M ’]_> —)U
s
bo‘lsin. U holda
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oM =y e
P(l’h!”) thbet =M LT 2 el =
I+& 17,;’ 1+g
RV
; l""’] £} e’ l+77;: =

Teorema isbotlandi.
7-teorema (Markov teoremasi). Agar

——P(Z:’, j——m (19)

" = N30

bo‘lsa, u holda {& , ne N} tasodifiy migdorlar ketma-ketligi katta
sonlar gonuniga bo*ysunadi.
Ishoti. Bu teorema O-teoremaning natijasidan iborat. Haqigatan
ham
| o -0 \2 (2_(.’/‘—”/5,‘))
—=D| X5 |=5 \/I > &, - ME, )] o et S
: \ k= k=1 2
n +(Z (,,(—M.fA)J

bo‘lgani sababli, (19) munosabatga ko‘ra, (18) shartning o‘rinli
ckanligi kelib chiqadi
8-teorema (Chebishev). £, &, .. tasodifiy migdorlar ketma-

ketlipgi bog'ligsiz va ixtiyor 1,2,... sonle 1
k e'lig » 1yoriy .2.... sonlar uchun D&, < C shartni
ganoatlantiruvehi € >0 o*zgarmas son mavjud bo‘lsin. U holda
f A\ a4 1 lar ligi

(& V' tasodifiy miqdorlar ketma-ketligi katta sonlar gonuniga

bo‘ysunadi.
_ Fcnrcmunmg ishoti. Chebishev tengsizligidan bevosita kelib
chigadi: & l\ll\/()llv musbat son bo*lsin. Uholda

4-izoh. 8-teorema o‘rinli bo‘lishi uchun

hm-—z D& =0

e
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shart bajarilishi yetarli. Agar

lim — D =0
n— 1
bo‘lsa, bu shart bajariladi chunki Shtolsl teoremasiga asosan
Dz DE
lim—3 DE, = lim ——2" = lim 1. =0,
eyt n kzl é’ n-m n—(n— 1)" n—n 2n—1

1-mashgq. 3-teorema 6-teoremaning natijasi ekanligini isbot-
lang.

9-teorema (Xinchin teoremasi). {£  n= N} bog'ligsiz bir xil
tagsimlangan tasodifiy miqdorlar ketma-ketligi bo‘lib, M =a<»
bo‘lsin. U holda ular katta sonlar qonuniga bo*ysunadi, ya’ni

Sitee, Py (20)
n n-y.

Isboti. Teoremani xarakteristik funksiyalar metodi yordamida

% y 2 = Ei4..4E 3
isbotlaymiz. Shu magsadda &, =& —a, S,=2"""2" belgilashlar
n

kiritamiz. U holda M{:‘;:O,n.ﬁ N wva xarakteristik funksiyalaming
xossasiga ko‘ra (IV bob, 4-§, (14) formula) f,(1)=1+o0(t),n—>«
Shu bilan birga (20) shart

3, "Tﬁ?"() (21)
shartga ekvivalent ekanligi ravshan. Quyidagi tengliklar o‘rinli:

/:S"(’):r_,let—:"‘-(f):ﬁ/; (ﬁ)i(“a(%))u —i],

ey

&~ P =0)=1 shartni ganoatlantiruvchi tasodifiy migdor
bo‘lsin. U holda f;(r)=f(t)sl bo‘ladi. Bundan teskari limit teore-
maga ko‘ra, S, =&, oxirgi munosabatdan esa 6-xossaga ko‘ra

Xinchin teoremasining isboti kelib chigadi.
4-§. Kuchaytirilgan katta sonlar qonuni

9-ta’rif. (2, A P) - ixtiyoriy ehtimollar fazosida {&,,ne N}
tasodifiy miqdorlar ketma-ketligi berilgan bo‘lsin. Agar n — o« da
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5!4—...-}{” e 411§|+...+l‘1s" leht
n n
bo'lsa, u holda {&, |.ne N tasodifiy miqdorlar ketma-ketligi kuchayti-
rilgan katta sonlar qonuniga bo*sunadi deyiladi.
10-teorema (Gayek—Reni tengsizligi). Agar &,.5,...5,,...
tasodifiy miqdorlar ketma-ketligi bog'ligsiz, M&, =a,, Dé, =07},
k=12...va C.C,..— manfiy bo‘lmagan sonlarning o‘smaydigan
ketma-ketligi bolsa, u holda ixtiyoriy € >0 va barcha m,ne Nym<n
sonlar uchun

(

———>(

k

D& —a) | F)S—I—LC,"ZG‘JF Z CGLJ

i=l | 3 le=m+1
tengsizlik o*rinli.
Isboti. ()uwd.un belgilashlarni l\mldml/

& Z(: ~a), n="Y, S} C} ~Cli) w530
1

max C,
\m ken

i ' "
n tasodifiy migdorning matematik kutilmasini hisoblab, uni

qulay shaklga keltiramiz:

" 5 ) I : 2
- $ (- cha)msi s s = S 30X (ci- G+ i ot -

X k=m =1 oy
il n=l n=i

38 02(c - )+ £ Slot(ci-Ch)rciSar =

Tl s ] k=i

/ e : ’“:‘ Vi
Sor(ci-ci)e § ailci-Cl)rcitai-
o t=m+]
( :’5—;0[-% i 0',3(,2
i=1 i=m+]

Qandaydir £ >0 uchun quyidagi hodisalarni qaraymiz:

= : mwe Q:C, *.S‘k(m)[.’:,a, msk<i-|, C,'|S,(w)l>6}; i=mn,

i
A.i=m.n hodisalar birgalikda bo‘lmagan hodisalar bo*lgani

sababli
{ n

[’i U4, ’:im 4).
i=l
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Agar
Mnzg®y P(4)

i=m

ekanligini ko‘rsatsak, teorema isbotlanadi. Ko‘rish mumkinki,

MnzMny I, =% Mnl,,

3 =m i=m
Mnl, = Z (Cf SEz. )MSflA' +CIMS:1,

MSH , = M(S; - S,+S,)314 2 MS?1, +2M(S, - S)S,1,, =

S,ZI,,‘ +2M(S, ~S)MS], = MS?, =M ‘é L= ‘(';:m 7hp

1-natija (Kolmogorov tengsizligi). Agar bog'ligsiz tasodifiy
miqdorlar ketma-ketligi &,.&,.....5,.... chekli matematik kutilma
hamda chekli dispersiyaga ega bo‘lsa, u holda

el sty Xk
[,,,kZ@, D> el g e :

Isboti. Gayek-Reni tengsizligida €, = —1-~ deb olsak, 2-natija-
K

ning isboti kelib chigadi.
Kolmogorov tengsizligini

k
P| max
15k<n el

D (€ -ME)>e

ko‘rinishda gayta ifodalash mumkin.
11-teorema. Agar &.5,,...5, ...

Z

£7 h=1

bog‘ligsiz tasodifiy miqdorlar

bo'lib, M&,=0,D&, =0 va Z—:-<cn bo‘lsa, u holda

n=11

Sitbot.AE, e, 0
n =5
munosabat o‘rinli, ya'ni bu ketma-ketlik uchun kuchaytirilgan katta
sonlar qonuni o‘rinli.
Isboti. S, =& +&, +...+&, bolsin. U holda
ﬁ leht 0

i "0
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bo‘lishi uchun, ixtiyoriy £ >0 uchun

P(sup >g )T’O (22)
kzn
shart bajarilishi zarur va yetarlidir. Quyidagi
A, ={ max |3k >g}
Iskea”| k

hodisani kiritamiz. U holda (22) yaginlashish
AU o
\i=l .

munosabatga ekvivalent. Kolmogorov tengsizligiga ko‘ra

Pioh= P( max 5F )s P( max_ |S; |>e7"“ )
=l pen ; an-lepean

AT )x s

Sk

22’

< PL max

Isk<2”
so‘ngra

il'(.-l,) 'Z’ Zn <de” ZO' e e
n=l

k=1 n=l {I;;’.’k En}

TLL — ] O
4670 Y —=s8T) —L<w,
n=l J,/.‘ '(2") =l 1
cliinki DI
ko

Bundan L P(A,) qatorning yaqginlashishi kelib chigadi. Demak,
=1

[UAj"zmA>"M

k=n k=n
va bu esa (6) munosabatga ekvivalentdir. Teorema isbot bo*ldi.
J-lemma. & tasodifiy migdorning matematik kutilmasi chekli

bo‘lishi uchun
> P{iE|>nj<oe
n=l

bo*lishi zarur va yetarli.
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Isboti. M. matematik kutilmaning chekliligidan A7 |E '< o0
kelib chiqadi va aksincha. Quyidagi

?I(” Ul{n—Kl,l’u léljfé =0} + Zl"l "-l—}J("} Z"l n=l<|gfen}?
tengsxzhk o‘rinli bo*lgani sababli.

Z(n HP(n- 1<|,_|<n)<M|c|<2nP( —1<f|zn) (23)

n=1 n=1

ammo

ZnP(n 1<|t|<n)= ZP(k|>z1)<l+ZP(|glzn) (24)

n=1 n=1

Z(N—I)P( ~1<f|<n)= ZnP(n—l<!§|Sn)—

n=1 n=l

-P([£|>0) =3 P(k |>n). (25)

n=1
(23) — (25) munosabatlardan

Y P(lE|>n)= Mig|<1+ Y P(|>n),
n=1 n=l
bundan esa lemmaning isboti kelib chigadi.
12-teorema (Kolmogorov teoremasi). {£ .ne 1N} bog'ligsiz
bir xil tagsimlangan tasodifiy migdorlar ketma-ketligi bo‘lsin. Ku-
chaytirilgan katta sonlar qgonuni o‘rinli bo‘lishi uchun, ya'ni

-ZG leht,
kS wan

nepr

bo‘lishi uchun &, tasodlhy mlqdorldr chekli M&, =a, ke N mate-
matik kutilmaga ega bo‘lishi zarur va yetarli.

Isboti. Yerarliligi. Quyidagi belgilashlarni kiritamiz.

A\'I{;M“} funksiya har qaysi n uchun Borel funksiyasi bo‘lgani
sababli & ..., .,‘_”,... bog‘ligsiz tasodifiy miqdorlar ketma-ketligidan
iborat. S, =& +..+&, bo‘lsin. U holda

Sn"'"“ s S,,-E,, o gn_Mgn (AIQ,,

1 n n

—-a J— Jieds

n
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tenglik o‘rinli. Teorema shartining yetarliligini isbotlash uchun har
uchala go‘shiluvehi ham nolga 1 ehtimol bilan yaqinlashishini ko‘rsa-
tamiz. Uchinchi had uchun
P 1 n n! 1 n
Ji=—MY & —a=— -
A A1kzﬂ""1{15115"} & n Mkzﬂgklﬂ'?d“}
1 n - ¥ 1 n
Z; M(g‘ (I{x‘:kisk} oy )) s “ZEM(‘;'I{IM*} )
ammo
1\/(;’}]{;;‘ |k} }—I\T)O

U holda Shtols teoremasidan J! ———0.

n—»x

)

A,={&,#E,} hodisa kiritamiz. U holda, M&, < bo‘lgani

sababli, avvalgi lemmaga ko‘ra, har bir » uchun

f‘,‘lv\u)ziP(|§,!>)7)<wA
n=l

S P(4,)=Y P(
n=1 n=l
So‘ngra

\

0<P(4)=P{ U 4, |- nmp( U 4, )s lim S P(A4,)=0.
By

n—x ;
n=lm=n % \m=n m=n

bo‘lgani sababli P(A")=0, ya'ni chekli sondagi n uchun &, #&,.
Demak,
/'u Lehi L)y

N0
Endi
J r): S ’.S., _Aﬁ’. leht, 0
n H-»0
munosabatning o*rinli ekanligini ko‘rsatamiz. Buning uchun, kuchay-
firilgan katta sonlar qonuni bajarilishining yetarlilik shartini beruvchi
| 1- teoremadan foydalanamiz. Buning uchun
! _:il_.( o0
nall
ckanligini isbotlaymiz.
DE, < MEX <Y k*P(k-1<[E,|<k)
k=1

183



tengsizliklar o‘rinli bo‘lgani sababli
P(k-1<[g, |<k)=ZP( k-1<lg, |<k)§7.

L@<zz

n—l n=tk=1 1
Ushbu
5 1 k+l
_LS _* va ZLSL-{—_: =
2 2 ok e 52
nzk ¥ x nzk

teng:sizliklar o'rinli bo‘lgani sababli,

=13 <z" Uebp(—1<fe|< k)<Y (k+DP(k-1<[g|< k)<

k=1 " = k=1

S2+Z(k—1)P(k-1<|5\sk)s2+ Mg | <.
k=1

Zarurligi. Agar

bo‘lsa, u holda
Sn Sy _n=l Sy gem 0

e

n n n  n-l

ya'ni, 1 ehtimol bilan
lé,.'

a)c D
hodisalardan faqat cheklitasx r0°y beradi.
S P(l |- n)=3: (e > )<
ekanligini ko‘rsala]nr;ilz. Faraz qilay’l'illg
> p(f, > n) =

> 1} hodisalardan cheksiz ko‘pi bajarili-

B orqali jcue Q: lg"

shini bildiruvehi tasodlﬁy hodisani belgilaymiz va &, tasodifiy mig-
dorlamning bog'ligsizligidan foydalanib, quyidagilarga L}:d bo‘lamiz:

P(B')=liml’(U("”"'»l))—l—lxml’l p|“‘ 1)

-y
m=n\ T
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n—>x k-

\
=1—11mlim/’L 1U 1‘}‘_‘2}‘_‘31—1[1 P(g,:l J]:

m=n\ / n=n

—l—lm_l [_I(l— (——i>lD=1.

Demak. 47 <. Teorema isbot bo‘ldi.

2-natija. (Borel teoremasi). Yutugning ehtimoli p bo‘lgan
Bernulli sxemasi bo‘yicha otkazilayotgan n ta tajribada yutuqlar soni
u, uchun kuchaytirilgan katta sonlar qonuni o‘rinli, ya’ni

M, leht
e

7-misol. Bernshteyn polinomlari. Katta sonlar qonuni, mate-
matik analiz kursidan bizga ma’lum bo‘lgan uzluksiz funksiya ko‘p-
hadlar orqali tekis yaginlashishi haqidagi Veyershtrass teoremasini
isbotlashda ishlatiladi. Har bir tajribada “yutuq™ chiqish hodisasining
chtimoli x, qarama-qarshi hodisaning ehtimoli 1-x, (0<x<l)
bo‘lgan bog'ligsiz tajribalar o'tkazilayotgan bo‘lib, u, esa n ta taj-
ribada chiggan “yutuq”lar soni f'e Gy, bo'lsin. U holda

I’(/l” - /\) = (‘:];XL ( = A\_)n—/.
tenglik o‘rinli bo*lgani sababli

B, (x) ‘\l/‘(ff,];) \ /(”) k(= xyt (26)

I 0

B (x) ko'phad 7(x) funksiya uchun Bernshteyn polinomi deb
ataladi. Bernulh teoremasiga ko‘ra

My deht

n n-»n

()

munosabatning o‘rinli ekanligini ko‘rish mumkin.
Bernshteyn teoremasi. (26) formula orgali  aniglangan
B (x).ne N} ko‘phadlar ketma-ketligi [().]] oraligda aniglangan

—>X.

U holda

uzluksiz f(x) funksiyaga tekis yaginlashadi.
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Isboti. / funksiya [0,1] oraligda uzluksiz bo‘lgani sababli u
[0,1] oraligda tekis uzluksiz bo‘ladi, ya’ni ixtiyoriy & >0 uchun shun-
day &(e) son topiladiki, ]x, —x2[<5(£) tengsizlikni ganoatlantiruvchi
barcha x; va x, sonlar uchun

|f(x|)—f(xz)l<%
bo‘ladi. f(x) funksiya [0,1] oraligda chegaralangan bo‘lgani uchun,
shunday o‘zgarmas son ¢ topiladiki, uning uchun f(x)<c tengsizlik

o‘rinli bo‘ladi. Ushbu
i G i—x)" k=1

k=0
binom formulasi o'rinli. Bunga ko‘ra

s ‘zjo(f(%)— f(x))C,‘,‘x"(l—x)”‘* .

va demak,

|B,(x)- f(x)< 3

k=0

Elntf(%)— f(x)

K

;Mf(i)— e

Chx*(1-x)"* <

f(%)-f(.\')

C,ka (1 X’u—l. 3

kK ik
C,x"(1-x)

+
k;

B R N e T
_2+2(_ ¥ Cxfa=x) ,_242(/)| s -n}

X| &
A.Lr—-ﬁ l
W}

Chebishev tengsizligidan

A ) s, 1
X 6° "o 4ns-

kelib chigadi, chunki 0< x <1 tengsizlikni ganoatlantiruvchi barcha «

'u_”—x
n

1)[&)
>5 ]< Wiy x(l—.r)‘__ 1

sonlar uchun x(1-x)< % N(5) soni
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1 £
e = A
4N(@6)- 2
tengsizlikni qanoatlantiruvchi natural son bo‘lsin. U holda ixtiyoriy
xe [0,]] uchun

|B,(x)~ f(x)|<&
tengsizlik o‘rinli. Shuni isbotlash talab gilingan edi.
8-misol. Monte-Karlo metodi. Bizdan, qandaydir uzluksiz
g(x) funksiya uchun

]'g(.\')d.\'
]

integralni hisoblash talab gilinayotgan bo‘lsin. {&,.ne N} [0:1]

oraligda tekis tagsimlangan tasodifiy migdorlar ketma-ketligi bo'lsin.
U holda
\
Mg(S,)= | g(x)p; (x)dv= _[g(.\')d\‘.
0

va kuchaytirilgan katta sonlar qonuniga asosan, 1 ehtimol bilan

. e I
(o)t H8Gn) == Mg(&)= J.g(_\')d\'
0

n

deb ta’kidlashimiz mumkin.

Shunday qilib. [g(x)dv integralni taqribiy hisoblash algorit-

0
mini keltirib chigarish uchun Katta sonlar qonuni nazariy asos vazifa-
sini bajaradi

V BOBGA DOIR MASALALAR

bo‘lib, ME, =0, ne N bo‘lsin. Agar ¢ =1 uchun

i e ias bog‘ligsiz tasodifiy miqdorlar ketma-ketligi

bo‘lsa, uholda 5~ qator bir ehtimol bilan yaginlashishini isbotlang,
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bu yerda &= [—’I lf |<C’

2.{ F,(x)},ne N —tasodifiy funksiyalar ketma-ketligi uzluksiz

tasodifiy miqdorga sust yaginlashsin. U holda bu yaqinlashish tekis
yaqinlashish ekanligi isbotlansin.

3.&,....5,.... — bog'ligsiz normal tagsimlangan tasodifiy miq-
dorlar ketma-ketligi bo‘lib, ME, =0, ke N, Dz, =1,D, =2"7 k=2

bo‘lsin. Bu holda Lindeberg sharti bajarilmaydi, ammo markaziy limit
teorema o‘rinli ekanligi isbotlansin,

4. Agar &;,....¢,....— bog‘ligsiz tasodifiy migdorlar ketma-ket-
ligi bo‘lsa, u holda
img, va limg,
tasodifiy miqdorlar xos ekanligini isbotlang.
5. & seensG .= bog'ligsiz, bir xil tagsimlangan tasodifiy mig-
dorlar ketma-ketligi bo‘lib, M& =0, M} =1 bo‘lsin. U holda

(Bl
max 4 t=0,n—>w
W™~

munosabatning o‘rinli ekanligini isbotlang.

6. &),...,6 5. — bog'ligsiz bir xil tagsimlangan tasodifiy miqdor-
lar ketma-ketligi bo‘lsin. Agar DE, chekli bo‘lsa va fagat shundagina

“5,,!) } hodisalardan cheklitasi 1 ehtimol bilan ro‘y berishi
1sbot]ansm‘

7. & seeis& e = bog'ligsiz  tasodifiy migdorlar  ketma-ketligi

5 | :
bo‘lib, P(£, = 1)=;, ne N,P(&, =0) =1-L bo'Isin. Bu ketma- ket-
n

lik 7 >0 tartibli o‘rtacha ma’noda yaqinlashib, 1 ehtimol bilan yagin-
lashmasligi isbotlansin.

8. é_;',,.,..:f,,,...-— bog‘ligsiz tasodifiy migdorlar ketma-ketligi
bo‘lib, P(¢, =n? —’]~l.r>0.ne NP5, =0)=1 o bo‘lsin. Bu

n
ketma-ketlik ehtimol bo‘yicha yaqinlashib,
ma’noda yaginlashmasligini ko‘rsating.
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9N =ik exp{—nE}, ne N bo'lsin, bu yerda ¢ ko‘rsatkichli
taqsimotga ega. U holda barcha nuqtalarda n—»« da &, — 0 bo'lib,
ME, nolga yaqinlashmasligini ko‘rsating.

10.&,=a,n, bu yerda {a,,ne N} yaqginlashuvchi sonli
ketma-ketlik, Mn" =, r >0 bo'lsin. {£, }, ne N tasodifiy miqdorlar

ketma-ketligi 1 ehtimollik bilan yaqinlashib, i tartibli o‘rtacha ma’no-
da yaqginlashmasligini isbotlang.
11. £,.....5,....— bog'ligsiz, bir xil tagsimlangan tasodifiy miq-

n
dorlar ketma-ketligi bo‘lib, M&, =0.M:7 =1 va S, =%Z§j bo‘lsin.
n J=1
Bu ketma-ketlik sust yaginlashib, o‘rta kvadratik ma’noda yaqinlash-
masligini isbotlang.

" . ’ ; E-A
12. £ — 2 >0 parametrli Puasson tagsimotiga ega bo‘lsa, "T
A

ketma-ketlikning 2 — = dagi sust limitini toping.
13. 5.8 ... — ketma-ketlik katta sonlar qonuniga bo‘ysinadi.

U holda |£ |

<5 1. ketma-Kketlik katta sonlar qonuniga bo‘ysunishi

shartmi?
14. Z,.....5, ... — bog'hgsiz, bir xil tagsimlangan tasodifiy miq-

n
dorlar ketma-ketligi bo'lib, S, =>&,.n, :fl'—,z" ~ 5 potlsin.
P n n
Quyida keltirilgan tagsimotlar uchun S, ,n, , %, — tasodifiy miqdorlar
ketma-ketliklarining 7 — « dagi sust limitlari topilsin.
a) binomial tagsimot;
b) Puasson tagsimoti;
¢) |a.b] oraligda tekis tagsimot;
d) normal tagsimot;
¢) Koshi tagsimoti.
15. [01] oraligdan tasodifiy ravishda ¢ nuqta tanlanadi va uni

AN
o‘nlik kasrga & 2‘/’)
10

munosib normalangach, n > da normal tasolifiy miqdorga sust
intilishi isootlansin.

yoyiladi. J, (&)+...+J, (&) yig'indi
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VI BOB. TASODIFIY JARAYONLAR

Ehtimollar nazariyasi kursini o‘rganish jarayonida ko‘z o'ngi-
mizdan o‘tadigan tasodifiy obyektlar borgan sari murakkablashib
boradi. Eng avval bular tasodifiy hodisalar bo‘lib, ularni 0 va 1 qiy-
matlarni gabul giluvchi indikatorlar bilan o‘zaro bir giymatli akslan-
tirish mumkin. So‘ngra (hagigiy qiymatli) tasodifiy miqdorlar o‘rgani-
lib, ulardan so‘ng chekli o*lchovli tasodifiy vektorlar ko‘z o‘ngimizda
namoyon bo‘ladi. Nihoyat, limit teoremalarni o‘rganishda tasodifiy
migdorlar ketma-ketligi bilan ish olib borishga to‘g'ri keladi.

Shunday gilib, ehtimollar nazariyasida bitta yoki bir nechta
tasodifiy miqdorlarni o‘rganishdan tashgari cheksiz ko‘p sondagi
tasodifiy miqdorlarni o‘rganishga amaliy ehtiyojlar tug‘iladi va bu
masalalarni tadqiq etish tasodifiy jarayonlar nazariyasini tashkil giladi.
Tasodifiy jarayonlar nazariyasi ehtimollar nazariyasining nisbatan
yosh yo‘nalishlaridan iborat bo'lib, u fizika, texnika, moliyaviy mate-
matika va tabiiy fanlarning boshqga turli tarmoglarida muhum qo‘lla-
nishlarga ega. Yuqgorida gayd etilgan fanlaring talablari qaralayotgan
nazariyaning oxirgi o‘n yilliklar davomida keskin rivojlanishiga sabab
bo‘ldi.

Ushbu bobda tasodifiy jarayonlar nazariyasining asoslari bayon
etiladi.

1-§. Tasodifiy jarayonlar nazariyasining asosiy
tushunchalari

Oldingi boblarda biz tasodifiy miqdorlarning bitta chtimollar
fazosida aniglangan chekli yoki sanogli sinflarini ko‘rgan edik, Ushbu
paragrafda tasodifiy miqgdoriar sinfi kontinual (kontinum quvvatli)
bo‘lishi ham mumkin bo‘lgan hol o*rganiladi.

(22,4,P) ehtimollar fazosi berilgan bo‘lsin. (N,9)~ o‘lchovli
fazo bo‘lsin, bu yerda N ixtiyoriy to‘plam, ® esa R to‘plamning
gism to‘plamlaridan tashkil topgan o -algebra.
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1-ta’rif. £ =& (w): Q —>N bo‘lsin.
Agar ixtiyoriy Be R uchun
$7(B)={w:E(w)e Ble A )

bo‘lsa, u holda & =S (w) funksiyaga N dan giymatlar qabul qiluvchi
tasodifiy element, yo'ki N -q.t.m. deyiladi.

Agar N =R' va ®=B(R') — Borel to‘plamlarining o - algeb-
rasidan iborat bo‘lsa, u holda & =¢&(@) funksiya tasodifly migdor
bo‘ladi.

2-ta’rif. 7 qandaydir to‘plam bo‘lsin. 7€ 7' parametrga bog‘liq
bo‘lgan N —giymatli tasodifiy miqdorlar oilasiga tasodifiy funksiya
deyiladi.

te 7' parametrga bog'lig bo‘lgan tasodifiy funksiya odatda
{£(D),1€ 7{orqali belgilanadi. 7 R bo‘lib, re T parametrni vaqt
deb talqin gilinsa. u holda {&(r).re T} tasodifly funksiya tasodifiy
Jjarayon deb ataladi.

I-misol. Bundan oldingi paragraf T=N={1,2,3.‘.} larda ko*-
rilgan &,.¢,.... tasodifity miqdorlar ketma-ketligi ko‘rinishga ega bo‘l-
gan tasodifiy jarayondan iborat. S.S,.... ketma-ketlik haqida ham
bunday fikmi aytish mumkin, bu yerda S, =& +&,+..+&,.
T Z=1...—1.0.1..} bo'lgan bunday jarayonlarni odatda diskret
vagtli tasodifiy jarayonlar yoki tasodifiy ketma-ketliklar deyiladi.

2-misol. Agar 7" birorta sonli interval bilan ustma-ust tushsa,
ya'ni 1 ].1./’| (~oga<b<m, yoki 0< u<h5w) bo‘lsa,
FE(), e T tasodifiy migdorlar oilasi uzluksiz vaqtli tasodifiy jara-
yon deyiladic 7 parametrni vaqt deb talgin gilish, albatta shart emas. U
fasodifiy jarayon tushunchasini yuzaga keltirgan tabily nazariy
masalalarning ko‘pehiligida ¢ parametr vagtdan, &(7)ning qiymati ¢
momentdagi kuzatuvning natijasidan iborat bo‘lgani sababli, tarixan
vujudga kelgan.

Masalan, gaz molekulasining vaqtga nisbatan harakati, suv
havzasidagi suvning sathi, samolyot qanotining tebranishi va boshqa
shu kabi jarayonlarni tasodifiy jarayon deb garash mumkin.
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3

o

E(t)=Y 2sinkt, 1[0,2x]

7
k=02

tasodifiy funksiya tasodifiy jarayondan iborat, bu yerda &, —o‘zaro
bog'ligsiz va bir xil tagsimlangan tasodifiy migdorlardan iborat.

3-ta’rif. 1, T - fiksirlangan moment bo‘lsin. & (®)=&(4,.0)
tasodifiy miqdor tasodifiy jarayonning t e T nuqtadagi kesimi deyi-
ladi.

4-ta’rif. Agar £(1,0) ixtiyoriy e T uchun haqigiy (kompleks)
giymatli tasodifiy migdor bo‘lsa (ya'ni N =R' (N =C), bu }’ﬁfda
C~kompleks tekislik), u holda £(1) haqigiy (kompleks) tasodifiy
Jarayon deyiladi. ;

S-ta’rif. [£(¢), 1< T} tasodifiy jarayonni ko‘raylik. Ixtiyoriy
fiksirlangan @, Q uchun £ (1)=&(t.m,).t= T funksiya jarayon-
ning o, elementar hodisaga mos kelgan trayektoriyasi deyiladi.
Trayektoriyalar realizatsiyalar yoki tanlanma funksiyalar deb ham
ataladi. Demak, bu holda tasodifiy migdorning qiymatlari sifatida ¢ ga
bog*liq funksiyalar yuzaga keladi.

6-ta’rif. Agar jarayonning trayektoriyalari har bir 7 T nugtada
o‘ngdan uzluksiz va chapdan chekli limitga ega bo'lsa, u holda £(r)
regulyar tasodifiy jarayon deyiladi.

Endi yuqorida keltirilgan ta'riflarni izohlovchi bir nechta
misollar ko‘ramiz.

3-misol. £(7) tasodifiy funksiya
E()=1X, 1e0,1]
formula orqali aniglangan bo‘lsin, bu yerda ,‘.’-~[0.I] oraligda tekis
tagsimlangan tasodifiy miqdor. &(7) tasodifiy funksiyaning kesim-
larini va trayekitoriyalarini tavsiflang.

Yechimi. Fiksirlangan I,,E[().]] nuqta uchun &, (@) =1,X(w)-[0.1,]
oraliqda tekis tagsimlangan tasodifiy miqdordan iborat. E(1) tasodifiy
funksiyaning trayektoriyalari &, (1) funksiyalar (0,0) nugtadan chi-
quvchi burchak koeffitsiyentlari X (c,) bo‘lgan to*g'ri chiziglar. £(7)
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tasodifiy funksiya regulyar, chunki uning barcha trayektoriyalari
uzluksiz.

4-misol. T =[0.2). £(1) tasodifiy jarayon quyidagi

E(W)=u,,te[n,n+1),n=0,1,...
formula orqali berilgan, bu yerda {u,,,n=0,1,2‘..}— chekli tasodifiy
miqdorlar ketma-ketligi. £(¢) tasodifiy jarayonning trayektoriyalarini
toping. Bu jarayon regulyarmi?

Yechimi. {E({) te T}- jarayonning trayektoriyalari bo‘lakli
o‘zgarmas funksiyalardan iborat bo‘lib. ular #=71=0,1,2,... nugtalarda
uzilishga ega. Ta'rifga ko‘ra bu funksiyalar o‘ngdan uzluksiz va
chapdan barcha we Q larda

limé, (H=pu, (o)
tin

limitga ega. Shartga ko‘ra, P:|p'“_,|<oo}=1 bo‘lgani sababli bu
jarayon regulyar.
7-ta’rif. {£(1), te T} tasodifly jarayon va n=1 lar uchun

l,,05,....1, € T = chekli vaqt momentlari guruhi bo'lsin. (&(#)),....&(1,))
tasodifiy vektorning taqsimoti &(r) jarayonning n o‘lchovii tagsi-
moti deyiladi. Turli »=1,2,.. va mumkin bo‘lgan barcha 7€ T vaqt
momentlari  uchun  aniglangan  tagsimotlar  sinfiga & tasodifiy

jarayonning chekli o ‘lchovli tagsimotlari « eyiladi.
jali S(r) tasodifiy jarayonning traycktoriyalari joylashgan
N = x(1).0¢ 7] funksiyalar fazosini belgilaymiz. So‘ngra B orqali

N fazoning ixtiyoriy ne N, ixtiyoriy f,f.,....[,€ T va ixtiyoriy

B, B,,....B, Borel to*plamlari uchun
C={xeN x(f,)€ B,,..,.X(1,)€ B,} (2)

ko'rinishidagi barcha gism to‘plamlari yaratgan o —algebrani belgi-
laymiz. (2) ko'rinishidagi to‘plamlar silindrik to‘plamlar deyiladi.

“(r) tasodifiy jarayonni (€2,4) o‘lchovli fazoni N, B7)
o‘lchovli fazoga Borel oflchovli akslantirishi deb talqin qilish
mumbkin. Bu akslantirish (\\‘”9;‘)"' ) fazoda
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= T
P.(B)=P(£7 (B)),YBe B
tenglik orqali P, ehtimol o‘lchovini yaratadi.

(3.8, P ) uchlik tanlanma ehtimollar fazosi deyiladi va bu
fazoda elementar hodisa (@) jarayonning trayektoriyasi bilan aynan
teng deb hisoblanadi, P. o‘lchov esa &(1) tasodifiy Jjarayonning
tagsimoti deyiladi.

£(1) tasodifiy jarayonning chekli o‘Ichovli tagsimotlari silindrik
to*plamlar sinfida aniglangan. Ushbu kitobga kirmagan A.N.Kolmo-
gorov tomonidan isbotlangan mashhur teoremaga asosan bu taq-
simotlarni silindrik to‘plamiar algebrasi C dan B! o -algebraga
davom ettirish mumkin va buning natijasida hosil bo‘lgan 7 (-) tag-
simot berilgan jarayonning FP. tagsimoti bilan ustma-ust tushadi.
Aytilganlardan kelib chiqadiki, £. tagsimot hamma chekli o‘lchovli
tagsimotlar bilan bir giymatli aniglanadi. Bizga (II bobning 4-§ga
garang) ma’lumki, chekli o‘lchovli tagsimot funksiyalar chekli
o‘lchovli tagsimotlarni to‘la aniglaydi. Shuning uchun ham tasodifiy
jarayonning chekli o‘lchovli tagsimotlarini aniglash uchun mos
tagsimot funksiyalarni aniglash yetarli.

Shunday gilib, oldindan berilgan chekli olchovli tagsimotlarga
ega bo‘lgan tasodifiy jarayon mavjud, ammo umuman olganda bunday
tasodifiy jarayon yagona emas ekan. Boshqa so‘z bilan aytganda,
chekli oflchovli tagsimotlar tasodifiy jarayonlarning qandaydir
ma’noda bir-biri bilan ekvivalent bo‘lgan butun bir sinfini yaratadi.
Ekvivalentlik tushunchasiga turli yondashishlarni mukammalrog
ko‘rib chigamiz.

{E()te T va {n(e)te T} bitta (2.4,P) chtimollar fazosida
aniglangan va bir xil o‘lchovli fazoda (masalan, (R',B(R')) da)
giymatlar gabul giluvchi ikkita tasodifiy jarayon bo‘lsin.

8-ta’rif. Bizga {{(1).te T} va {nn).te T} tasodifiy jarayonlar
berilgan bo‘lsin. Agar ixtiyoriy f,....t,e T, B,..,B,e B(R'); n=12.... lar
uchun
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B R,

P(%:(’))e Bl"“’é(tu)e Bn):P(l?(tl)e Bn---aﬂ(f )E B ) (3)
tenglik o‘rinli bolsa, u holda {&(7),re T} va {n(r),:e T}" tasodifi
jarayonlaf keng ma’noda stoxastik ekvivalent deyiladi ;

1-izoh. Keng ma’noda ekvivalentlik sharti & .va n tasodifi
jarayon]arning chekli oflchovli tagsimotlari ust;na-ust tushiChin};
bildiradi. 5

9-ta’rif. Agar ixtiyoriy /€ T uchun
P(&(1)=n(r))=1 )
bo‘lsa, u holda &£(7) va n(z) tasodifiy jarayonlar stoxastik ekvivalent
yoki sodda qilib ekvivalent tasodifiy jarayonlar deyiladi.

Agar jurn‘yunlur‘ stoxastik ekvivalent bo‘lsa, u holda ularning
chekli n'lcholvh mqmmotlgri ustma-ust tushadi, ya’ni ular keng
ma’noda ekvivalent bo"].adx. ammo buning teskarisi to‘g'ri emas.
Trayektoriyalar to*g'risida  gapirsak, ular stoxastik ekvivalent
jarayonlarda turli bo'lishi mumkin ekanligini ushbu misolda ko‘rish

mumkin.

5-misol. £l>[().I]A “'I:Bl“-ll _[()_1] oraligdagi Borel to*plam-
Jarining algebrasi P— Lebeg o'lchovi va 7=[0,1] boflsin.
(Q.AP) chtimollar fazosida -1;(1)_4.7‘} va {II(I),IE T} @sodifiy

jara’ onlarni quyidagicha aniglaymiz. Srw)=0 va g w):' 0,1#0,
i].l=w.
(t,w) ). Bu jarayonlar ekvivalent. ammo ularning trayektoriyalari

turli ekanligi ko*rsatilsin.
Yechimi. Qandaydir fiksirlangan e T uchun
(e Q:& (L) #n(1,0)] {oe Q:0=t}={t}.
Bitta nuqgtali to'p
"

] ¢ ) D 1 o i, s
Yy [ -a)dR(Rs——07¢F [ (x=a) " db (x)<m
B k)| xeayrel B (rB,)° klx-apf>8,

ning Lebeg o‘lchovi nolga teng bo‘lgani sababli, Ve T uchun

P(£(t)#n(1))=0,
ya'ni £(1) va n(1) tasodifiy jarayonlar stoxastik ekvivalent. Shunga
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qaramay &(f) va n(f) jarayonlarning birorta ham ustma-ust tusha-
digan trayektoriyalari mavjud emas. Haqigatdan ham, istalgan @< Q
uchun 7 =® nuqtada shartga ko‘ra &(1°,w)=n(f,0) bo‘lgani
sababli,

Ploe Q:£(t,w)=n(tw); Ve T)=0.

Boshqa so‘z bilan aytganda &£(f) va n(¢) tasodifiy jarayon-
larning (1 ehtimol bilan) birorta ham trayektoriyalari ustma-ust tush-
maydi.

Quyidagi ta’rif eng kuchli ekvivalentlik tipini aniglaydi.

10-ta’rif. {§(1),re T} va {n(1).te T} tasodifiy jarayonlar beril-
gan bo‘lsin. Agar

P(5“P|€(’)—n(l)l>0J=1 (5)
=7

bo‘lsa, u holda £ va n ajratib bo‘lmaydigan tasodifiy jarayonlar
deyiladi.

(5) shartdan (4) kelib chigadi, ya'ni ajratib bo‘lmaydigan jara-
yonlar ekvivalent, lekin buning teskarisi umuman olganda to‘g'ri
emas. Ammo ba’zi qo‘shimcha shartlar bajarilsa, 9- va 10-ta’riflar
ekvivalent bo‘lib qoladi. Bunday hol, masalan £(1) va n(z)lar taso-
difiy ketma-ketliklar bo‘lsa bajariladi.

I-teorema. Ekvivalent diskret tasodifiy jarayonlar ajratib
bo‘lmaydigan tasodifiy jarayonlardan iborat.

Ishoti. {&(0).t€ T} va {n(t).te T); T =Z~ diskret ekvivalent
tasodifiy jarayonlar bo‘lsin. U holda

P(&(t) #n(1). birorta 1e T uchun )

=I’( {.E(I)M;(r)}JfZ/'(E(nv n(r))= 0.
\reT w7

Bundan (5) shart kelib chigadi.

Quyidagi misollar chekli o‘lchovli tagsimotlarni ganday topish
mumkinligini ko‘rsatadi.

6-misol. X va Y lar F,(x) va F,(y) tagsimot funksiyalarga
ega bo‘lgan bog'ligsiz tasodifiy migdorlardan iborat bo‘lib,
1£(1), 1€ T} tasodifiy jarayon
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Et)=Xt+Y
formula yordamida aniglangan bo‘lsin. £(¢) jarayonning trayekto-
riyalari tavsiflansin va uning chekli o‘Ichovli tagsimot funksiyalari

topilsin.
4 Yechimi. Bu jarayonning trayektoriyalari tasodifiy burlhshga

va 1=0 dagi boshlang‘ich tasodifiy shartga ega bo‘lgan to'g'ri
chiziglardan iborat. &(1) tasodifiy jarayonning />0 dagi bir o‘Ichovli

tagsimot funksiyasini topamiz.

F. (xi)=P(Xt+Y<Sx)= [P(Xt+Y /Y= y)dFy (y)=

—n

‘m Xt +y<x)dFy, (v)= jP( ')dﬁ.(,r):

J/*(' )-dF(l)

0 bo‘lsa, u holda 7 (xi/) = F.(x). n o'lchovli tagsimot

funksiya uchun, agar ¢ >0.....r, >0 bo'lsa, u holda

F (X5 s Xiiaty i, Ly =2 &0y )s.\-,....‘;-‘(/,,‘,s;r,,)=

Agar [ =

P(Xt, + Y S X X0, S 3, ) PG+ Y S 2002 snl Y= p)dFy(y) =

J. P(Xt, + ysSx,i J1)dF(y) jl lmm{ - ",.‘.,@}}IF,,()*),

7-misol. {&(n)in=1,2,..} - kumnldn F(x) tagsimot funksiyaga
epa bo'lgan bir xil tagsimlangan tasodifiy ketma-ketlik bo‘lsin. & ket-
ma-ketlikning chekli oflchovli tagsimotlar sinfi topilsin.
Yechimi. £(n) tasodifiy migdorlarning bog'ligsizligini hisobga
olsak,
Fi (%) g X 31 iy )= P(E (np) %, S S W B =

g ”l‘( (n )< x, ilﬁlf’(x’).

i=1
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Bu holda barcha chekli o‘lchovli tagsimot funksiyalar bir
o'lchovli F'(x) tagsimot funksiya orqali ifodalanadi.

8-misol. {£(n):n=1,2,...} tasodifiy ketma-ketlik

E(m)y=aén-1+e,n=12,..,£(0)=0

rekurrent munosabat orqali aniglangan, bu yerda {&,} - (0,6°) (o # 0)
parametrlarga ega bo‘lgan bog‘ligsiz bir xil tagsimlangan normal
tasodifiy miqdorlar ketma-ketligi bo‘lsin. &(n) tasodifiy ketma-
ketlikning bir o‘lchovli tagsimot funksiyasi topilsin.

Yechimi. £(n) tasodifiy ketma-ketlikning ta’rifidan foydalanib
topamiz:

n
£ Ve n=1 X 2 n—k
Sln=git ke, ate, =) a" 6.
k=t

{&,} —tasodifiy miqdorlarning normalligidan va bog‘ligsizligidan
&(n) tasodifiy migdor ham normal tasodifiy migdor bolib,
ME(n)=0 va

7 | o Liuss) agaro” # 1.
D (ny=Dary=Dedist =l " a*-1”
b |o*n,agara” =1
tengliklarning o‘rinli ekanligi kelib chiqadi. Shuning uchun &(77)
tasodifiy ketma-ketlikning bir o‘lchovli tagsimot funksiyasi

| 6 ~5212D: (n) [
F (0 t) =R G0} ) 2 v’ | € h=D|x/.[D.(n)
: (Etm=z) J2xD. (n) ',f( “ ( \/ ’

ko‘rinishga ega.

2-§. Tasodifiy jarayonlarning xarakteristikalari.
Gilbert jarayoni

Bu paragrafda ko‘riladigan tasodifiy jarayonlar kompleks
qiymatlarni ham gabul gilishi mumkin. Tasodifiy jarayonning asosiy
sinflarini  kiritish uchun bizga uning eng muhim momentli
xarakteristikalari kerak bo‘ladi. Ular chekli o‘lchovli tagsimotiar
yordamida hisoblanadi va jarayonning sodda xossalarini beradi. &£(7)
tasodifiy jarayon bo'lsin.
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m, (1)= M{E(D)} va D (1)=D{& ()} = MIE (ty=m, (o)f
funksiyalarga & (1) jarayonning mos ravishda matema ;c ;
ya dispersivasi deyiladi. Tasodifiy jarayonnin ".' kutilmasi
ristikalaridan biri g muhim xarakte-
K (1,)= Cov(§ (10.£ () = M(E (D =m, ())& () =m, (5))
formula bilan aniqlanadigan kovariatsiy iR
Koshi-Bunyakovskiy tengsizligidan barc];}an tj.;"e",;‘s,-;::‘s:.lc:lsoblanadi.
1 : 1 ul
D, (1) va K (¢.s) miqdorlarning mavjud bo‘lishi uchun n 7, (1),

)
M (1) <oVieT
shart bajarilishi yetarli ekanligi kelib chiqadi ©
11-ta’rif. (6) shartni ganoatlanti ;
: 3 S g ruvchi tasodifiy jar: ;
Jjarayoni deyiladi. asodifiy jarayon Gilberr
Gilbert jarayonining vaqtning 7 momentidagi qiymatini bi
£, =8 (Q.4P) fazoning clementi deb talgin gilamiz 3}'3uat1m biz
. d 2 nugqtayi
nazarga ko'ra {£(1).0¢ T} tasodifiy jarayonni £, fazodagi q‘d}.,l
egri chiziq deb qarash mumkin. 3 agi gandaydir
B(1.s ME( El) =l R
) ()= (s) "(v”)-s(s)).l.se T

funksiya &£(7),re 7' jarayonning .. -variztsivasi deyiladi
va 4
I-tasdiq. {&<(0).re T} tasodifi .
s (1), h asodifiy wayonning k v
quyidagi X0ss ilarga ega: V g i
1) B(t.0)=ME(0)| 20, te T; B(t,s)=B(s,1),1,5¢ T;
).t 3

‘]]’/1'(/‘\)‘! <B(t,t)B(s,s), t,s€T;

1) /2 — musbat aniglangan funksiya, ya’ni barcha ¢ k
sleks sonl: a 1% > m ¥ P e
I onlar va ixtivoriy ¢,,....1, € T vaqt momentlari uchun :

non

> Dio B!
i=l f=|

Isboti 2-xossaning isboti shi- S nesizligid

o &=) 25 ng 1so( i Koshi Hlll’ly i an
‘e i 2 s e dkOV;kly ang' £ i
kelib ]]l(l(l 11, 3-x0ssani isbotlash uchun esa l
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"

ZiC,F‘;B(l‘; ’ti )= M[iclg(tf )i(:»,g(f/ ) ]
\.'=l j=1 J

i=1 j=1
tenglik o'rinli ekanligini qayd etishimiz yetarli.

Ikkita £(1) va n(t). te T tasodifiy jarayonlarning birgalikdagi
kovariatsiyasi (korrelyatsion funksiyasi) deb

B, (1.5) = ME(t)n(s)= MUE(0) = m. (1) (n(s) = m, (5))
funksiyaga aytiladi.

12-ta’rif. Agar 7' to‘plamdan olingan 7 <7, <, <t, vaqt mo-
mentlari uchun
M(E(1,)~&(1))(&(1)~E(1)) =0
bo'lsa, u holda {&(1).te T} tasodifiy jarayon orfogonal orttirmali
tasodifiy jarayon deyiladi.

Agar {E(1),te T} & (1)=& (1)~ m, (1) jarayon ortogonal orttir-
mali bo‘lsa, u holda kerrelyatsiyalanmagan orttirmali tasodifiy
jarayon deyiladi.

{&(),te T} ortogonal orttirmali tasodifiy jarayon va biror
t,€ T uchun &(7)=0 bo'lsin. U holda 7 to‘plamdan olingan
1, < s <t sonlar uchun

+M}§(s)|’) & M|§(.\')r = B(s,s).
Bundan,
B(t,5)= B(s.1)
ekanligini hisobga olib, B(#,s) kovariatsiya uchun 1215 > s
bo‘lganda quyidagi ifodani olamiz:
B(1,5)= B(min(1,5)), bunda B(1)= B(t.t)= M|:(1)] .

B(r) monoton kamaymaydigan funksiya ckanligini qayd
ctamiz. Haqiqatan ham, ¢>s>¢, bo‘lsin. U holda (1) jarayonning
ortogonalligiga ko‘ra

B(ty=ME@] = ME@®~£(5)+E(5) £, =

0
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= MEWO=EG)f + M) = MED-E@ + B(s),
ya'ni B(1) =z B(s).
2-teorema. Berilgan
ME(r)=m: (1), K (1.5)= Cov(&(1).& (5)) 0
xarakteristikalarga ega bo‘lgan {&(1),7e T} hagiqiy tasodifiy jarayon
mavjud bo‘lishi uchun ixtiyoriy #....z,€ T va ixtiyoriy z,...,z,& C
kompleks sonlar uchun

non

22K () 2l (8)

i=] j=1
shart bajarilishi, ya'ni K(z,s) kovariatsion funksiya musbat aniglan-
gan bo‘lishi zarur va yetarli.
Isboti. &(7)— (7) xarakteristikalarga ega bo‘lgan tasodifiy

jarayon bo‘lsin. U holda ixtiyoriy #....7, € T va ixtiyoriy z,...,z,& C

kompleks sonlar uchun

;
D2.6(5);

=Y > Cov(& (1,)E()))z2, 20,
=] i=1 1

j
ya'ni K(r.s) kovariatsiya funksiyasi musbat aniqlangan.

Endi (7) momentli xarakteristikalarga ega bo‘lgan tasodifiy
jarayonning mavijud bo*lishi uchun (8) shart yetarli ekanligini ko‘r-
satamiz. Haqgigatan ham, (8) shart K (I\ (l,,[,)) matritsa-

¥ 1= 2000m

ping musbat aniglanganligini bildiradi. Bundan esa, n o‘lchovli
tagsimoti . (x,.....x, i7.....7,) funksiyaga teng bo‘lgan m va K para-
metrli 7 o lchovli normal tasodifiy miqdor N(m.K)ning mavjudligi
kelib chigadi, bu yerda m ‘:/u (I,)....,mi(/”)}. Shu bilan birga

Fo(xyan, idpent,) ko'rinishidagi chekli oflchovli tagsimotlar sinfi

Kolmogorovning  moslangan  tagsimotlar hagidagi teoremasining
shartlarini bajaradi va unga ko‘ra chekli o‘lchovli tagsimotlari yuqo-
rida ko‘rsatilgan normal tagsimotlarga teng va xususan, (7) xarakte-
ristikalarga ega bo'lgan {£(7),ce T jarayonning mavjudligi kelib chi-
gadi. Teorema isbot bo*ldi.
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Gauss jarayonlari. .
13-ta’rif. {£(0),re T} tasodifiy jarayon bo‘lsin. U holda ixti-
yoriy #,,4,,....t,€ T uchun

[
Tehasrazy sliawli )= Mexpiiz.',éj (1, )%:
j=t

J

oy 0
= [expiiZz,xj}dF; (7 e e )
kk 44 Y,
munosabat yordamida aniglangan haqigiy z,,..,z, o'zgaruvchili
kompleks f: (z,....,2; i1y ,....1; ) funksiya &(r) jarayon k o‘Ichovli
F (X .oy Xg 3t 5oty ) tagsimotining xarakteristik funksiyasi deb
ataladi. i
2-izoh. k—tartibli xarakteristik funksiya (xuddi bir ()‘lcljovll_
holdagi kabi) unga mos kelgan k—tartibli tagsimot funksiyani
topishga imkon beradi va shuning uchun ham bu tushuncha!ar
tasodifiy jarayonning ehtimollik strukturasini tavsiflashda biri ikkin-
chisining o‘rnini bosa oladi.
14-ta’rif. Xarakteristik funrsiyasi
|

: [ & ‘
j; (z| seeaZg sy 5eensly )=exp)liZz,m¢ “,) ZLK (7 ol )22, ‘{ )
J=1

i=) =1
ko‘rinishga ega bo‘lgan {&£(1),re T} tasodifiy jarayonga Gauss jara-
yoni deyiladi.

Avval aytganimizdek, xarakteristik funksiya tasodifiy miv](:nr—_
larming  birgalikdagi tagsimotini to‘la aniglaydi. Bizga ma’lumki
(I bob, 5-§), matematik kutilmasi m, va kovariatsion matritsasi K,
bo‘lgan k o'lchovli normal tasodifiy vektor 7 =(n,.....1,) ¢,(x)
zichlikka ega bo'lishi uchun uning K, —kovariatsion matritsasi xos-
mas, ya'ni detK, >0 bo‘lishi zarur va yetarlidir. Bu holda zichlik
funksiya
¢r1(x):¢/;,..m B e 4 )=mm—;cxp{—%(xmn% ) /\ (x=m, ):
ko'‘rinishga ega.
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Shunday qilib, agar K, matritsa musbat aniqlangan bo‘lsa, u
holda Gauss jarayoni (£(z),....£(7,)) kesimining birgalikdagi taqsi-
moti

TCHR eI = exp{—%(x—m: ) K;' (x—m, )}

(27)"2(det K )
tagsimot zichligiga ega. Xarakteristik funksiya bilan £-tartibli taq-
simot zichligi orasidagi bog‘lanish ko‘p olchovli Furye almash-
tirishiga ko‘ra
-k ~iv'z
¢z (o3t 5T )=(27) Ie Sz (Z3ty sty )dz
Rt
ko‘rinishga ega. Agar detK. =0 bo‘lsa, u holda bu (&(7)....&(1, ))
kesimlarning chizigli bog*ligligini bildiradi va ularning birgalikdagi
F. (x:f ..., ) tagsimot funksiyasi zichlikka ega emas.

(9) xarakteristik funksiyalar oilasiga mos kelgan chekli o‘l-
chovli normal tagsimotlar Kolmogorov teoremasining shartlarini
L|;1.m;|lI;uuu'islnini tekshirib ko‘rish giyin emas. Demak, Gauss taso-
difiy jarayonining ixtiyoriy (&(4).....&(#,)) kesimlari normal tag-
simotga cga ho'lgan tasodifiy vektordan iborat.

Gauss tasodifly jarayonining ta’rifidan, uning chekli o‘lchovli
tagsimotlart uning ikkita  moment xarakteristikalari: matematik
lutilmalari va kovariatsion funksiyalari yordamida to‘liq aniglanadi.

2-eoremani isbotlashda qurilgan jarayon Gauss jarayonidan
iborat ckanligi ravshan. Gauss jarayoniga yana bitta misol keltiramiz.
irgalikdagi tagsimoti normal tagsimot-

9-misol. 7,.17,,....17, —birg

dan iborat bo‘lgan tasodifiy miqdorlar guruhi va

"

S()=2ng (1)

=1
bo'lsin, bu yerda g (1)~ tasodifiy bo‘lmagan funksiyalar. &(f) jara-
yon Gauss jarayoni ckanligi ko‘rsatilsin.

Yechimi. Biror 7,,...,1, vaqt momentlari uchun (& (4 )& (1, )
kesimlarni  birgalikdagi tagsimotlarining xarakteristik funksiyasini
topamiz. 14-ta’rifga ko‘ra
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Bl 2 tziit oty )=

el [l tzian |

-M%WLZmZ&U)Z} “W’meﬁ

1 =1 =1

k

bu yerda a, =2g1(’1)zr 1,:72+--1, tasodifiy miqdorlarning birga-
J=l

likdagi tagsimoti normal tagsimot bo‘lgani uchun,

fs,,(z‘,..‘,zk;l,,...,tk)=exp%iZMq,a,——ZZC{)\ m ., faa, }
=

I=15=1

Endi a, ning ifodasini qo‘ysak.
" k
Zqu=ZMkUNF”

'Zi Covin, n, taa, —EZCU\J@(I )& (¢, ) zjz,
J=1 g=1

i=l j=1

bo‘lib, bu yerda
M{ﬁ(l)}=ZMn,g, (1)=m, (1),
=1

Cov{E(0).E()} =D Covin, m,,} g (1) g, (s)=K. (1,5).

l=l m=]

Shunday gilib, &(¢) Gauss jarayonidan iborat, chunki uning
xarakteristik funksiyasi (9) munosabatni qanoatlantiradi.

3-§. Bog‘ligsiz orttirmali tasodifiy jarayonlar

Bog'ligsiz orttirmali jarayonlar tasodifiy jarayonlarning juda
muhim sinflaridan biri hisoblanadi. Broun harakati, Puasson jarayoni
va boshqalar bu sinfga tegishlidir.

15-ta’rif. {£(1),te T} tasodifiy jarayon berilgan bo‘lsin. Agar
ixtiyoriy ne N va 1, <1 <...<t, shartni ganoatlantiruvchi ixtiyoriy
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et € T Vaqt momentlari uchun & (7)).£ () -&(1,),....6(1,)=&(2,)
tasodifiy miqdoriar bog‘ligsiz bo‘lsa, u holda &(r) bog‘ligsiz
orttirmali tasodifiy jarayon deyiladi.

3-izoh. (&(7),....E(1,)) tasodifiy vektorlarni ((£(4)—&(f);-.
£(1,)—£(1,.) veklorlardan xosmas chizigli almashtirish yordamida
topish mumkin bo‘lgani sababli, bog‘ligsiz orttirmali tasodifiy
jarayonning tagsimotlarini berish uchun jarayonning bitta &(7)
nugtadagi bir o*lchovli tagsimoti va s>¢ uchun &(s)—&(f) orttirma-
Jarining tagsimotini berish yetarli.

{&(1),1 = 0f tasodifiy jarayon berilgan bo‘lsin. Agar bir ehtimol
bilan £(0)=0 va £(s)—&(1).(1<s) tasodifiy miqdorning tagsimoti
s—1 ga bog'lig bo'lib, 7 ga bog'liq bo‘lmasa, bunday bog'ligsiz
orttirmali tasodifiy jarayon bir jinski deyiladi.

Birjinsli tasodifiy jarayonning xarakteristik funksiyasi

f(z,1) = Mexp}iz& U)}. zE R (10)
ko‘rinishga ega.

3-teorema. /f(z,7) xarakteristik funksiya ushbu funksional
tenglamani ganoatlantiradi:

f(z,t1+5)= f(z,0 f{z5) 050 (11)

Isboti. £(7) bir jinsli bog* l|q5v. orttirmali tasodifiy jarayon

ckanligini hisobga olib, quyidagini mpumir
Mexpli(z.&(r+9))) = Mexpli(z.£(t+5) - &(s)) fexp{i(z,E(s)} =
M expyi(z,& (14 ,\’)»~-:‘:’(.\'))1Mcxp’i(z,gf(s))}=

M expli( z,E(1))} ’/Lh])ll(..,g(s))
Teorema isbot bo*ldi.

Tasodifiy jarayon &(7) uchun ham uzluksizlik, differensial,
mtegral tushunchalarini kiritish mumkin. Bu tushunchalar “stoxastik
analiz” deb nomlangan va hozirgi zamon matematikasida katta
yo'nalish hisoblangan nazariyaning asosini tashkil etadi. Masalan,
agar tasodifiy jarayonning hamma tanlanma funksiyalari uzluksiz
bo‘lsa, u holda &£(r) uzluksiz deyiladi. Uzluksizlik tushunchasini
boshgacha qilib kiritish ham mumkin.
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16-ta’rif. { £(f).te T} tasodifiy jarayon berilgan bo‘lsin. Agar
a) Har ganday 7,7+ he T uchun h—0da
Et+h—>40),
bo‘lsa tasodifiy jarayon & (1) stoxastik uzluksiz deyiladi.
b) /I.If"._%.é (t+h)=£E(1),

ya'ni li[m M‘.ﬁ(l+h)—.§(t)|2 =0 bo‘lsa, u holda &(f) jarayon ¢ nug-
{fil—=0

tada o‘rta kvadratik ma’noda uzluksiz deyiladi.

Bu ta’rif faqat ikki o‘lchovli tagsimotlarga asoslangan xolos
(t,=1.t, =t+ h). Trayektoriyalari uzluksiz funksiyalardan iborat bo‘l-
gan tasodifiy jarayonlar stoxastik ma’noda ham uzluksiz bo‘ladi
Lekin, aksincha stoxastik uzluksiz bolgan tasodifiy jarayonlar uzluk-
siz bo‘lmagan trayektoriyalarga ega bo‘lishi ham mumkin.

4-teorema. {£(1).te T|—bir jinsli stoxastik uzluksiz jarayon
bo'lsin. U holda f(z,) funksiya r>0 o‘zgaruvchiga nisbatan
uzluksiz.

Isboti. Teorema da’vosi (11) munosabat va

lim f(z,s)=1 12)

530}
tenglikdan kelib chigadi. Endi 0°z navbatida, (12) munosabatni isbot-
lash uchun esa Ve > 0 uchun

|/ (z,5) 1|« Mlexp{izE (s)} ~1|< & + 2P (|22 ()] > £)
ckanligini qayd etamiz. & — stoxastik uzluksiz jarayon bo‘lgani sababli
s — 0da oxirgi ehtimol nolga intiladi.

Endi bog‘ligsiz orttirmali jarayonlarga doir misollar ko‘ramiz.

10-misol (Puasson jarayomi). {£(1),tc T [0,)f ~ bog'ligs1z
orttirmali tasodifiy jarayon berilgan bo‘lsin. Agar £(0)=0 (d.m.) va
ixtiyoriy s,4(s<¢) vaqt momentlari uchun E(1)=£(s) tasodifiy
miqgdor a(r—s) parametrli Puasson tagsimotiga ega bo‘lsa, u holda &
jarayon a parametrli Puasson jarayoni deyiladi.

Puasson jarayoni turli amaliy tadgiqotlarda, xususan ommaviy
xizmat  ko‘rsatish nazariyasida juda katta ahamivatga ega.
Trayektoriyasi biror hodisani vaqtning 0-momentidan hozirgi -
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e ——

momentigacha 10y berishlar soni E(Hni qayd etish bilan bog‘lig
bo‘lgan jarayon Puasson jarayoni deb qaralishi ;
jarayunlarning aniq_ misollari sifatida kim}?Of'?;:lsnl:L dr(ril::ilrll(m. (?unl?ta}y
bo‘linishida chigadigan fotonlar soni, biror fizik q“ﬁlmanignrabm?ll 1:/‘
vagt oralig'ida ishdan chigishlari soni, sug‘urta komg o gia
tushgan talablar soni va shu kabilarni qarash mumkin paniyasiga

Puasson jarayonining barcha trayektoriyalari ;)‘ngdan ot
bo‘lsa, u holda uning barcha trayektoriyalari butun ifpmiitli; lodrny~
maydigan va o°sish nuqtalarida sakrashlari birga teng‘ bo‘lgayn
funksiyalardan iborat ekanligini isbotlaymiz.

Buning uchun yshbu hodisalarni kiritamiz:

A= .barcha ikkili ratsional nugtalarda (l = %),"j(r)e Z},

B ={barcha 7, <1, ikkili ratsional nuqtalarda EM)<EW)],
: ’ barcha butun 0 <7< Nsonlar uchun shunday ikkili ratsional
| re [0, V] nugta mavjudki, bu nuqtada &(7) = i tenglik o'rinli }’
A ={&(7) butun son}.
U holda
P(A)=P(E() = butun) = P(&E(1) - E(0) - butun) =

3 P(E()-£(0)= i)=Y i la s

o0 = it
A4 hodisa A hodisalaming sanoqli sondagi kesishmasidan
iborat bo*lgani sababli 2(4)=1- B hodisa

3 3\‘ o £ k - e+
& .2”’,\,“.;.'; ? & ? <. V=

el)-el3)9

hodisalar ketma-ketligiming kesishmasidan iborat va

/'i : ( /‘k",l ) & ‘ .{‘H ) 0 j 1 bo‘lgani sababli, 1=P(B,)=P(B).

fidpha )
{EOsE| 7 )

AN

B
n

e gINe . vy

Co o035 ;( - 0 yoki ll bo‘lgani  uchun  Puasson
S N TS T f

jarayonining xossalariga ko‘ra,
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8 L e

2N
—a2™" -n a2 |
= +a2™"e |
[e ]
Ammo a —0 da ¢“+ae” =1-o0(z) munosabat o‘rinli bo‘lgani
tufayli, n— « da

N2
P(Cyz[1-0(a27)] " —1va P(Cy)=1.
Nihoyat, &(1) — kamaymaydigan. butun giymatli va o’sish nug-
talarida sakrashlari fagat birga teng degan ma’noni bildiruvchi hodisa,
&(t)ning o‘ngdan uzluksizligiga ko'ra, ABﬂC hodisa bilan teng

kuchli bo*lgani uchun uning ehtimoli birga tcng: Shuni isbotlash talab
qgilingan edi.

Shunday qilib, @ parametrli Puasson jarayonining trayekto-
riyalari (tanlanma funksiyalari) 1-shakldagi ko‘rinishga cga. Bunda

7,,T,.... — birinchi sakrash momenti, ikkinchi sakrash momenti va
hokazolardan iborat. Boshgacha aytganda
T, =minft = 0;£(1) = n} (13)

bo‘lib, shu bilan birga bunday ¢ momentlar bo‘lmasa, u holda
7, =+w deymiz.

(13) tenglik orgali kiritilgan 7, — ([0,20) dan giymat gabul
giluvchi) tasodifiy miqdordan iborat. Hagigatan ham,

{r,<t}={&()znle A.

Ty,Ty = TyoesT, =T, 1.~ bog'ligsiz bir xil tagsimlangan tasodifiy
migdorlar bo‘lib, ular a parametrli ko‘rsatkichli tagsimotga cga
ckanligini ko‘rsatish qiyin emas.

11-misol. (Viner jarayoni). Viner jarayoni jarayonlar naza-
riyasining juda muhim misollaridan biridir. Bu tasodifiy jarayon
gandaydir ma’noda suyuglik ichidagi zarracha molekulalarining
xaotik zarbalari natijasidagi harakatining matematik modeli vazifasini
o'taydi, shuning uchun ham uni Broun harakati deb ham atashadi

[ wit),1e I =[0,2){ - bog‘ligsiz orttirmali tasodifiy jarayon
berilgan bo‘lsin. Agar w(0)=0 (d.m.) va ixtiyoriy s,/ (0<s<1) vaqt
momentlari uchun w(z)— w(s) tasodifiy migdor matematik kutilmasi
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0 disPchiy.aSi sy Bty l.)o‘lgar.l normal tagsimotiga ega bo‘lsa, u
holda w(z) jarayon O dan chiquvchi Viner jarayoni deyiladi.

Viner jarayonining chekli o‘lchovli tagsimotlarini topamiz
Buning uchun 0< < “:<’” tengsizliklami qanoatlantiruvchi N
momentlarni_ fiksirlaymiz va W=(W....w,) vektorni qaraymiz, bu

;
=W =1,2 (= r W
yerda w;=wl;).J T _(Hl""z—WI:-...W,,—“’::-I) vektor-
ning koordinatalari bog'ligsiz va har qaysisi nor
tasodifiy miqdorlardan iborat bo*lgani sababli
birealikdagi tagsimotini hisoblash qiyin emas:

mal tagsimlangan
uning quyidagi

" -12

PuCsitritite) =TT[2n(0 el SRS
: o 2
bu verda ¢, = 0. Shu bilan birga = AX" bo'lib, by Vet
(100...0 0]
{ | 1108010
A :! .
‘ LAl sl
Bu holda
Po(X)=|det 4] P, (A7 X)
ckanligi bizga ma’lum (II bob mustaqil yechish uchun Ty
Shu bilan birga det A=1 ekani va
1 00,3 0D
11 0%, R0
(=10 T8 00
|
! 01010 5l ]
tengliklarni tekshirib ko‘rish qiyin emas. Bundan
JELN = (K = X s X)) VB
. ~113

“ — [ (x—x; )2 |
D . 27t -1, T AL i o VA
' o A ]’ I)[._,;(!J I:_.)] L)\p1 —2——“’_’14) [
kelib chigadi, bu yerda x, = 0.
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Demak, Viner jarayonining chekli o‘lchovli tagsimotlari
normal (Gauss) tagsimotidan iborat ekan.

Broun harakati jarajoni. Viner jarayonining fizik mohiyati,
Broun harakati nomi bilan mashhur bo‘lgan jarayonda namoyon
bo‘ladi. Tarkibi bir jinsli bo‘lgan suyuglikka solingan zarrachani
ko‘raylik. U suyuglik molekulalari bilan to‘qnashishlar natijasida
uzluksiz tartibsiz harakatlanadi. Broun harakati birinchi bo‘lib 19-
asrda ingliz shifokori Robert Broun tomonidan kuzatilgan. Broun
harakatining matematik nazariyasi 20-asr boshlarida Bashelye va
Eynshteynlar tomonidan taklif gilingan. Bu nazariya tajribalar yor-
damida tekshirish uchun yetarli bo‘lib, ammo matematik nuqtayi
nazardan ular yetarlicha asoslangan emas edi. Bu vazifani birinchi
bo‘lib 1923-yilda Norbert Viner bajardi.

Bu jarayonning diskret analogi sifatida, ushbu tasodifiy daydish
modelini ko‘rish mumkin. Zarracha o°z holatini fagat Ar ga karrali
bo‘lgan vaqt momentlaridagina o‘zgartiradi. x nuqtada turgan
zarracha, undan oldingi holatlariga bog‘liqsiz ravishda, qo‘shni
x+ Ax yoki x~ Axnugtalardan biriga teng ehtimollar bilan o*tadi, shu
bilan birga siljish barcha x nugtalarda bir xil Ax ga teng (bir o‘lchovli
daydish). Ma’lum ma’noda Ar->0 va Ar—>0 bo‘lgandagi limit
holatida Broun harakatining fizik mohiyatini xarakterlovchi tasodifiy
jarayon hosil bo‘ladi,

w(t) orqali Broun zarrachasining vaqtni 1 momentidagi holatini
belgilaymiz. Vaqtning boshlang‘ich 7=0 momentida zarracha x =0
nuqtada bo*lsin. Diskret sang‘ishda zarracha ¢ vaqt davomida n —(—
marta siljiydi, ulardan gandaydir S, tasodifiy sondagilari o‘ngga,
qolgan n—S, tasi esa chapga siljishlardan iborat bo‘lsin. Shunday
qilib, zarrachaning o‘ngga S Ax, chapga ko‘chishi esa (n—5,)Ax
bo‘lib, w(r) va S, orasida ushbu

w(r)= [S"A\‘— (n=3S, ),:\.r] = (2S5, - n)Ax
tenglik o‘rinli, bu yerda r=nAr. Agar w(0)=0 tenglikni hisobga
olsak, u holda ixtiyoriy s,7 >0 uchun
w(s +1) =[w(s)—— w(())]+[w(r +§)—w(s )]
tenglik o‘rinli.
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Ko'rilayotgan daydish modelida w(s)—w(0) va w(r +s)—w(s)
tasodifity miqdorlar bog'ligsiz bo'lib, ular bir xil tagsimotga ega
ckanligini ko'rish qiyin emas. Shuning uchun ham, ixtiyoriy s,/>0
uchun ushbu

Dw(t +s)= D[ w(s)— w(O)] + D[w(l +5)— w(s)] =
= Dw(s)+ Dw(r)
tenglik o'rinli. Dw(r) dispersiya 7(r>0) argumentning funksiyasi
sifatida qaralganda, chiziqli funksiya ekanligi ko‘rinib turibdi, shuning
uchun ham
Dw(t)=c71, 0<t <o,

bo'lib. bu yerda o - diffuziya koeffitsiyenti deb ataluvchi biror
o*zgarmas sondan iborat. Ikkinchi tomondan, ¢ vaqt davomidagi ya’ni

= ta qadamdagi siljishning dispersiyasi

Du(r) = (Ax)* =
Ar

ckanligini ko‘rsatish giyin emas. Natijada Ax va Arorasida quyidagi
munosabatni hosil gilamiz:

(Ax) sy
=0
Ar

Zarrachaning siljishlari bir-biriga bog‘liq bo‘lmagani sababli,
ularni “yutug'ning chtimoli » ~ 1/2 ga teng bo‘lgan Bernulli tajri-
balar deb garash ham mumkin. Shu bilan birga zarrachaning o‘ngga
siljish - ntimolt p=1/2 ga teng. U holda 5, -~ musbat yo*nalish tomon
qoyilgan godamlar (siljishlar) soni » ta bog'ligsiz tajribada chiggan
“yutuglar soniga teng bo'ladi. Shu bilan birga, vaqgtning /- mo-

; : R 1
mentidagi  zarrachaning  holati S, :T(ZSH —n) - normalangan

n

migdor bilan quyidagi bog‘lanishga ega:

w(t) = S'nAx = St \/NK\T =St
Demak, w(f) tasodifiy migdorning Ar->0 dagi limit tagsimoti,
markaziy limit teoremaga ko‘ra, quyidagi formula orgali ifodalanadi:
P| P e |= 1}1‘1}}/’(.&‘;’ < .\') f~~,~lr; | & :’Etl,\’:d)(.\'). (14)

/ v2m

oI /
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4-§. Stasionar tasodifiy jarayonlar

Stasionar jarayonlar tasodifiy jarayonlarning muhim sinflaridan
biri hisoblanadi. Statsionarlik xossasi jarayon kesimlari sinfining ba’zi
xarakteristikalari vaqtga bog*liq emasligini bildiradi.

17-ta’rif. {.’,‘(r),te T} jarayon berilgan bo*lsin. Agar n =1 larda
ixtiyoriy #,,...,t,& T vaqt momentlari va &(1, + h),....E(t, + h) tasodifly
miqdorlarning birgalikdagi tagsimoti, (7, + h)e T,i=1,....n shartlarni
bajaradigan barcha /4 lar uchun bir xil bo‘lsa, u holda &(¢) statsionar
tasodifiy jarayon deyiladi.

Stasionar jarayonning chekli o‘lchovli tagsimotlari /& ga surish-
ga nisbatan invariantdir, Agar bunday jarayonning matematik kutil-
masi mavjud bo‘lsa, u o‘zgarmas,

ME(t)= M (0),
va (ikkinchi moment mavjud bo‘lsa) K. (7,s) — kovariatsiya funk-

siyasi (/—s) ayirmagagina bog'lig bo‘ladi. Shu munosabat bilan quyi-
dagi ta’rifni kiritamiz.

18-ta’rif. Agar ixtiyoriy 1,5 7',/ —s< T uchun

ME(t)=const, Cov(&(1),E(s))=K(1—35)
bo‘lsa, u holda {£(1),7¢ T'| ~ keng ma’noda statsionar jarayon dcb
ataladi.

Bir xil tagsimlangan, bog‘ligsiz bo‘lishi shart bo‘lmagan
tasodifiy migdorlarning yig‘indisi statsionar tasodifiy jarayonga misol
bo’ladi. Endi murakkabrog misollarni ko‘ramiz.

12-misol. 4,1 =0, A.n,p —tasodifiy miqdorlar esa 4,1 taso-
difiy migdorlarga bog‘liq emas va [0.27] oraligda tckis tagsimlangan
bo‘lsin.

E(t,w)= Acos(nt +¢)
formula orqali aniglangan tasodifiy jarayon statsionar ekanligini isbot-
laymiz.

Isboti. £(7) statsionar jarayon ekanligini ko‘rsatish uchun
ixtiyoriy n o‘lchovli C Borel to‘plami va ixtiyoriy .1,
momentlari uchun

..... 1, vagt
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P((Acos((t, +h) +g),..., dcos((r, +h)+9))e C)=

= P((Acos(n, +@),.... Acos((1, + ¢))e C)
ekanligini isbotlash zarur. B orqali x> 0, y20, ze [0,27] va
(xcos(y1, + 2),...,xcos(, +z))e C shartlarni qanoatlantiruvchi (x,,2)
nuqtalar to‘plamini, <w > orqali esa [0,27] oraligqa keltirilgan (ya’ni
27k <u<2mx(k+1) uchun <u>=u—27k) u nugtani belgilaymiz. U
holda isbotlanayotgan tenglikni

P(( An,<p+nh>)e B) = P(( An.p)e B)
ko‘rinishda yozish mumkin, yoki

'”F,, {z:(x.y.<z+yh>)e BldE, ()=
0o

2 o oeny

H!, 12:(%,7,2)e B}dF,, (x,),

0o
bu verda F —¢ tasodifiy migdorning tagsimoti, FAV,, esa 4 va n
tasodifiy migdorlarning birgalikdagi tagsimoti.

Ammo oxirgi tenglik o'z-o*zidan ravshan, chunki ¢ tasodifiy

migdorning tagsimoti surishga va 27 modul bo‘yicha keltirishga
nisbatan invariant bo*igani sababli, Vx, y uchun :

F{z:(x,y,<z+y:>)e B} =F {zi(%,y,2)e Bj.
13-misol. ME()=m va K,/ )=C(t—s) Kkovariatsion
funksiya oo ega bo*lgan Gauss jarayoni, tor ma’noda statsionar bo*lishi
isbotlansin
Yechimi. () jarayonning f,...t,€ T uchun n o‘lchovli

tagsimotining xarakteristik funksiyasi
( n n
fu 2y 3@yl sl ) SIEXD lZ"m———ZZC(t,—-t )_,y‘
L 21355
va u barcha ¢ Jlarni 4+ h; I=1..,n lar bilan almashtirishda,

o'zparmaydi, shuning uchun jarayonning n o ‘Ichovli tagsimotlari ham
7 larni 7, + /i lar bilan almashtirganda o‘zgarmaydi, shu bilan birga bu

barcha n>1 va t +he T shartni qanoatlantiruvchi barcha /i lar
uchun o‘rinli.
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14-misol. { w(r),t= 0} —Broun  harakati jarayoni va 7>0
bo‘lsin. { Z(r)=w(1+7)—w(1).7 20} keng ma’noda statsionar jarayon
ekanligini ko‘rsatib, uning kovariatsiya funksiyasi topilsin.
Yechimi. Z(f) jarayonning momentli xarakteristikalarini anig-
laymiz. Mw(t)= Mw(t+1)=0 bo‘lgani uchun, MZ(1)=0 va
Cov(E(1).£(5))= M(w(t =)= w(t))(wx+1)—w(s))=
=min(f+ 7,5 +7)—min(z,s + 7)—min(f +7,5) + min(7,s) =
:( v —‘t—s‘, agzlir It—sls e e
ﬂO, agar |1 —=s|>T
Shuday qilib, Z(7) jarayonning kovariatsiya funksiyasi fagat

r—s ga bog'liq bo‘lgani sababli u keng ma’noda statsionar jara-
yondan iborat.

5-§. Markov jarayonlari

Bu paragrafda biz, amaliyotda keng ko‘lamli tatbiglarga cga
bo‘lgan, tasodifiy jarayonlarning yana bir muhim sinfi hisoblanadigan
Markov jarayonlari bilan tanishamiz.

(£2,4,P) ehtimollar fazosida{,‘f(/).l:()} jarayon aniglangan

bo‘lsin. Markov jarayonining ta’rifini keltirishdan oldin quyidagi
§,=o{&)u<t}; Sy =0{E(u),uzt]

belgilashlarni kiritamiz. Qaralayotgan o - algebralarning  anigla-
nishiga ko‘ra, agar u < bo‘lsa, £(u) tasodifiy migdor §, o-algeb-
raga nisbatan o‘lchovli va agar w=¢ bo'lsa, u §
o‘lchovli bo‘ladi.

19-ta’rif. Agar ixtiyoriy 720, Ac §,, B Si1.y lar uchun |
ehtimol bilan

ga nisbhatan

[re)

P(ABIE)=P(AIED)P(B/E(t)) (15)
tenglik o‘rinli bo‘lsa, u holda {&(r),7> 0} tasodifiy jarayon Markoy
Jarayoni, (15) xossa esa Markov xossasi deyiladi.

Markov jarayonining yana bitta ckvivalant ta’rifini keltiramiz.
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20-ta’rif. Agar ixtiyoriy chekli f Borel funksiyasi va
1, <1, <..<t, =t tengsizlikni qanoatlantiruvchi vaqt momentlari uchun
M(SE@E@)...E0))= M(fEWER,)) (16)
botlsa, u holda { & (7). 1 = 0} tasodifiy jarayon Markov jarayoni deyiladi.
Ta’rifga ko‘ra,
P(s,x,1,B) = PE(t)e BIE(s)=x) 17)
va bu funksiya absolut uzluksiz, ya’ni uni

Plsyx 1. B) = I[)(S._\‘.I,_\")d_\'; VBe B(R)

B
korinishda ifodalash mumkin bo*lsin.
P(s.x.t.B) funksiya £(7) jarayonning o‘tish funksiyasi (yoki
chtimoli), p(s.x.7,B) esa o'tish zichligi deyiladi.

5-teorema. Agar {&(1).1> 0} Markov jarayoni bo‘lsa, u holda
P(s,x.1,B) = J.P(s..\'.u.dy)P(u.y,t,B), (18)
p(s,x,t,z)= _[ p(s.xu, ¥) plu.y,t,z)dy . (19)

Isboti. £(7/) Markov jarayoni bo‘lgani sababli, u > s uchun
P(s,x,t,B)=PE&{)e Blg‘(s):x)=
[P((& (e BNL ()= E(s) =x)dy=
[/'( (1) BNE (u)= W0z (s)=x)

N i dy=
I’( (s)=x

[:_(“(ll)——vrkl\) \)’ o
i 1 T L

_f/‘t (1)¢ /11'\(:1) \')P(é(u)f'y|§(s):x)dy=

[P(& (1) Bl (u)=yNE(s) =1

n

[[‘1 s, x . dy)Plu,y,t.B),
R
ya'ni (18) tenghk ishotlandi. (19) tenglik ham shu kabi isbotlanadi.
(18) va (19) tenglamalar Kolmogorov-Chepmen tenglamalari

deyiladi.
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Endi (17) shartni qanoatlantiruvchi £(f) Markov jarayoni
mavjud bo‘lishi uchun P(s,x,7,B) funksiya qanday xossalarga ega
bo‘lishi kerakligini aniglaymiz.

21-ta’rif. (R, R,) oflchovli fazo bo‘lsin. Agar Plssxt,B)
funksiya quyidagi shartlarni ganoatlantirsa:

1) B ning funksiyasi deb qaralgan P(s,x,7,B) har bir
s<t, xe ¥ da ehtimollik tagsimotidan iborat;

2) har qanday s<¢ va Be R, uchun P(s.x.r,B) x ga nisbatan
o‘lchovli;

3) 0=ss<u<t da, ixtiyoriy x va Be R, uchun (18) tenglik
o‘rinli;

4) agar s=t bo'lsa, uholda P(s.x.1.B)=1_(B), bu yerda

l,(B):ﬁl' agar x< B,
]\ 0, agar x¢ B
u o‘tish funksiyasi deb ataladi.

Bu ta’rifdagi 1- va 2-xossalar P(s,x.1,B) funksiyani shartli
tagsimot ekanligini asoslaydi.

Endi £(0) = a boshlang‘ich shartni qanoatlantiruvchi qandaydir
&(r) jarayonning chekli o‘lchovli tagsimotlarini P(s,x,1,5) funksiya
yordamida ushbu

PE(t)e dy,,...E(1,)e dy,) =
= P(0,a,1,d,) P}, 3y ts ). PL, iy, 00,0 dY,)
formula orqali ifodalaymiz.

3- va 4-xossalardan bu chekli o'lchovli tagsimotlarning
moslanganligi kelib chigadi va shuning uchun ham ular Kolmagorov
teoremasiga ko'ra, £(7) jarayonni to‘la aniglaydi. (20) formula va
(16) ga ko‘ra

(20)

P (1,)€ B, |EW )bt )= (3yyes v, ) = PU, ¥, 11,.B,).
Demak, 20-ta’rifga ko‘ra biz
P(s.x,t,B)= P& (f)e Bl (s) = x)
shartni ganoatlantiruvehi Markoy jarayonini qurdik.
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Agar P(s,%,0.8)=P(0.x,1=5,B) tenglik bajarilsa, u holda
= (1) bir jinsli Markov jarayoni deyiladi va bunda o'tish chtimolini
Liisqalik uchun P(x,7.B) ko‘rinishda yoziladi.

Bir jinsli Markov jarayonlari uchun Kolmogorov-Chepman
tenglamasi soddalashadi:

g P(x,s+1,B)= _I'P(,\'.x,c[v)p(y’,,B)’
e

Markov jarayonining chekli o‘lchovli tagsimotlarini topish
uchun uning o‘tish ehximolhlan va biror boshlang*ich momentdagi bir
o lchovli mqsimotlurini hl!lsll yetarli, chunki to‘la ehtimol formulasi
va Markov xossasini ishlatib.

P(E(1)€ B b ()€ By )= [m(dxy) [P0, ;)

R B
; J‘P(l,_1 R N
By
tenglikni hosil gilamiz, bu yerda 0=17 <y <..<t B,.,B e B(R),
7(B)= P (0)e B).
6-§. Markov zanjirlari

Markov jarayonlari nazariyasida fizikadan olingan atamalar
ishlatiladi: jarayonning qiymatlar to'plami  fazalar fazosi (yoki
holatlar  fazosi). uning  clementlari  esa  holarlar  deb  ataladi,
E().te 1 tasodifiy jarayonni qarayotganda, vuqlning  momentida
fazaviy holati &(7) bo‘lgan sistema haqida gapiramiz.

[Kevinchalik Markov zanjirt deb atalgan jarayonlar birinchi
marta 1906 1907-yillarda A.A.Markovning rus tilida yozilgan asar-
jarida uchraydigan unli va undosh harflar ketma-ketligining xossa-
Jarini o*rganishga bag‘ishlangan ishlarida ko‘rilgan.

Ushbu paragrafda biz Markov jarayonlarining muhim sinfi
hisoblanadigan, holatlar fazosi chekli yoki sanogli to‘plamdan iborat
bolgan. bir jinsli Markov zanjirlari bilan tanishamiz va uning asosiy
xossalarini - o‘rganamiz.  Umumiylikka zarar keltirmay Markoyv
zanjirining holatlari natural sonlardan iborat, deb faraz qilishimiz
mumkin. ¢ parametr manfiy bo‘lmagan butun qiymatlarni gabul
qiladi, ya'ni 7"=10,1.2....} deb faraz gilamiz. U holda &(r) Markov
xossasini ganoatlantiruvehi tasodifiy ketma-ketlikdan iborat bo* ladi.
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3-izoh. &.,£,....ushbu {1,2,..,n} to‘plamdan giymatlar qabul
giluvchi tasodifiy miqdorlarning ixtiyoriy ketma-ketligi bo‘lsin.
Shartli ehtimolning ta’rifiga ko‘ra, ixtiyoriy ¢ >0, re N lar uchun
P(éo =i0 ~5! = il ""’él - il !:HI =3 i:‘l )=

4
=P(§o=i0)HP{g'm xvlLU—,U’ :k} 20
s=0
tenglik o‘rinli.
Agar £ .£,,... tasodifiy migdorlar bog'ligsiz bo‘lsa, u holda
P{ém = iH! lén = iﬂ 1-“’51- e i\ } = P(éul = iwl )
va birgalikdagi tagsimot formulasi ancha soddalashddi
P(éu"ﬂ@l ""l' =5, n:m L ) HP( _i; )- (22)

Markov zanjiri — chetki (21) va (22) hollar orasida turgan
bog'ligli tasodifiy migdorlar ketma-ketligidan iborat.

Markov zanjirlari uchun 20- (va 21-) ta’rif ancha soddalashadi
va ushbu ko‘rinishga ega bo‘ladi.

22-ta’rif. Holatlar to‘plami S chekli yoki sanogli bo‘lgan
diskret vaqtli Markov zanjiri deb tasodifiy migdorlarning shunday
{4‘,.1:0,1,...} ketma-ketligiga aytiladiki, ular ixtiyoriy 720 va
ixtiyoriy iy, i,...,i,,i,,,€ S holatlar uchun

P{grrl :inllgl) :i‘,,...,i‘:, 5 rI & P{G/ s =4 ";:/ : i:f =P, kot
shartni ganoatlantiradi.

Tasodifiy migdor &, sistemaning boshlang‘ich holatini bildiradi
va uning tagsimoti

P =Py =k), 3 pl” =1

boshlang ‘ich tagsimot deyiladi.
Agar p,"funksiya ¢ ga bog‘liq bo‘lmasa, u holda Markov
zanjiri vagiga nisbatan bir jinsii deyiladi.
Holatlar to‘plami {1,2...,n} bo‘lgan vaqtga nisbatan bir jinsli
Markov zanjiri uchun (21) formula
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)=

P(o =iosb1 =150y =iy
’ -
- ; f — e -
= P(&y =1y )ﬂp'lék =i |64 =’k—1}= p(O)HPi‘._,i‘. (23)
- k=t

i
ko‘rinishini oladi. Holatlar to‘plami {1,2,...,11} bo‘lgan vaqt bo*yicha
bir jinsli Markov zanjiri trayekioriyalarining taqsimotlari 7>+ ta

paramclrlar
p'"' :{pl“' = P(fn =k),12k< 71}
ER P& =Jk = i} o‘tish ehtimollari bilan aniglanadi. p, ni
sistema bir gadamda z-holatdan j-holatga o‘tish ehtimoli deb talgin

qilish mumkin. ;
([7’!“"1)|u
O*tish ehtimollari p =/ —— __ | matritsani hosil giladi.

Dyt~ Ba )

O‘tish matritsasining barcha elementlari nomanfiy, har bir
satrdagi elementlar yig'indisi birga teng. Bunday matritsalar stoxastik
marritsalar deyiladi. Barcha satrlarining elementlari yig*indisi birdan
oshmaydigan va clementlart nomanfiy bolgan matritsa esa yarim
stoxastif matritsa deyiladi. Har bir ustun elementlarining yig‘indisi
ham bir bo*lgan stoxastik matritsa ikki marta stoxastik matritsa deb
ataladi.

Vagt bo'yicha  bir jinsli bo‘lmagan Markov zanjirlarida
P =o'

Sanogli Markov zanjirlarining - o*tish  ehtimollari ~ guruhini
o' lchoviari cheksiz bo*lgan matritsa shaklida ifodalash mumkin.

Fndi Markov zanjirlarini ashkil giluvehi tasodifiy migdorlar
ketma-ketligi uchun bir necha misollar keltiraylik.

15-misol. Butun giymatlarni gabul giluvchi bog‘ligsiz va bir xil

o‘tish matritsalari 7 ga bog‘liq bo‘ladi.

tagsimlangan tasodifiy miqdorlar ketma-ketligi -{5‘,};” bir jinsli

Markov zanjirini hosil giladi. Bu holda
|

Py =P = Jlgra =)= P, = j)=P(&=j)=p

(0)
i

ya'ni P matritsaning har bir satri boshlang‘ich tagsimotdan iborat.
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16-misol. {n,}:’_, —bog‘ligsiz bir xil tagsimlangan tasodifiy miq-
dotlar, P(, =1)= p, Pn,=—1)=gq va p+g=1bo'lib, {£,} ketma-ketlik
E=miawic s 01 1=0,12,...
formula orqali ifodalangan bo‘lsin. {&,} ketma-ketlik 0 nuqtada qay-
taruvchi ekranli manfiy bo‘lmagan butun sonlar to‘plamida zasodifiy
daydish deb ataladi. e
&, ketma-ketlik Markov zanjiri hosil qilishini ko‘rish qiyin
emas. Bu holda P{&, =i+l =i}=p,P{¢,, =i-1§ =i}=q, i2]
tengliklar o*rinli bo‘lgani sababli bu Markov zanjiri
gp000... )
_|gq0p00...
“logo0po...

o'tish matritsasiga ega.

17-misol. £, —bog‘ligsiz bir xil tagsimlangan nomanfiy butun
giymatlar gabul giluvchi tasodifiy migdorlar ketma- k(.“lg] bo‘lib,
P(E, =hy=pry ke 0 2 botlsm.Uholda S, =0,8, =&, +..+¢&,
deb qgabul gilsak, | ,,; o ketma-ketlik bir jinsli sunuqh Markov
zanjirini tashkil giladi. Bu holda o‘tish ch!imolluri

Py =P8, = 115, =)= P(S.,+£.= /IS, = ]
[p Pyysd 21,
# Blgyey=i)=4
’(l Jj<
ko‘rinishga ega. Bu misolda o‘tish matritsasi

PaPiPs Py
0 Poly P
oo Dol rsne

bo‘lib uning har bir satri oldingi satrning elementlarini bir ragamga
o'ng tomonga surishdan hosil bo‘ladi.

18-misol (Diffuziya uchun Erenfestlar modeli). Fiziklar Paul va
Tatyana Erenfest nomi bilan ataluvchi bu model zarrachalarni (bir-biri
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bilan tutashtirilgan) ikkit'a. idishda. ko chish jarayonini 5T
molekulalarning harakati Jar'ayomda Klassik mexanika nuqtayi nazari-
gan qay(ariluvcl?an d.c h. hlSOblang?“s qaytarilmaydigan o‘zgarish-
e s ld-ls-hlarda b951lnlaming tenglashishi natijasida)
yujudga kelish ogibatlarini tushuntirib berish uchun taqdim i

" Jkkita idishda n ta zarracha bor bo‘lsin. Vagqning har bir
+0,1.2.... momentida tasodifan va undan oldingilariga bog'ligsiz
nta sarrachalardan bittasi teng imkoniyatli ravishda tanlanadi va u
i ehtimol bilan o‘z idishida qoladi, yoki bo‘lmasa 1/2 ehtimol bilan
boshqa idishga o‘tkaziladi. &, esa vaqtning ¢/ momentida birinchi
idishdagi zarrachalar soni bo‘lsin. U holda &, bir jinsli Markov zan-
jirini tashkil giladi va

P{&,. = I = j}=112,

) B — sl
S = J uv:‘.h'-iz.
i = gl .1:71—j
Picia "1L; Jy o

k 7
tengliklar oirinli bo‘lgani sababli, o*tish matritsasi quyidagi ko‘ri-

nishga ega:

1l
!»j Lok 0 0 00
| 1 n-1
| -=2=0 00 00
| «n «n
“U L 22 500 D
«n
Pe| = = = = mmmmmm———
l i)
loo o0 0 el P
| 2n 2 2n
| 00 0 Dis. o T AECinE.
2n 2 2n
1
00 R0 50 R
2.2

Endi m gadamda sistemaning holatlari 0‘zgarishini o‘rganamiz.
Shu magsadda p, (1) P&, = /\L;], =i)-m qadamda sistema i
holatdan j holatga o‘tish chtimollarini ko‘ramiz.
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{g’,}— holatlar to‘plami {1,2,...,)1} va o‘tish ehtimollari mat-
ritsasi P bo‘lgan Markov zanjiri bo‘lsin. m gadamda o‘tish ehtimol-
lari P(m)=|p, (m)]. m=1,2,... matritsasini va B(1)=(p, (1).....p, (1))
vektorlarni kiritamiz, bu yerda p,(r)= P(Z, = k).

6-teorema. O‘tish ehtimollari matritsasi P bo‘lgan bir jinsli
Markov zanjirlari uchun ixtiyoriy m >1 bo‘lganda

P(m)=P", p(t+m)=p(t)P", (24)
o‘tish ehtimollari matritsasi P'”’=!]P','§,,‘,=jg,,=i}" bo‘lgan bir
jinsli bo*lmagan Markov zanjirlari uchun esa

Ll e

151

(25)
Plt+my=BURRPE? . pliem
tengliklar o‘rinli.
Isboti. To‘la ehtimol formulasiga  ko‘ra, istalgan
ke {1,2,....m~1} vaixtiyoriy i, j& {1,2....,n} uchun

py(m=+ l):z[)ﬂun)p“ :(I’(m)l’)”
k=]

tenglik o‘rinli, bu yerda (4), ~ A matritsaning i-satridagi /- ele-

mentini bildiradi. Shunday qilib. P(m+1)= P(m)P. Bundan. induk-

siyaga ko‘ra, (24) formula kelib chigadi. (25) formula ham shu kabi

isbotlanadi.

Ixtiyoriy »n-tartibli P::Ilp‘/,| va Q= ”1/” " stoxastik matritsa-
larning ko*paytmasi .S':"s,,”:PQ yana stoxastik matritsa bo’ladi.
Haqgigatan ham, ko‘paytmaning elementi nomanfiy ckanligi o‘z-

o'zidan ravshan. Shu bilan birga

n n n

" " n
255 =22 Pudy =Y Pu Y00 = 2. P =,
J=1 il k=] i=l kel i=l
ya’ni.§' matritsa ham stoxastik matritsa ckan.

Shunday qilib, 6-teoremadagi P" va ppt  plrh
matritsalar ham stoxastik.

._4_—_—
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6.1. Markov zanjiri holatlarining Kklassifikatsiyasi

M — Markov zanjirining holatlar to‘plami, p,(?) esai- ho-
latdan j-holatga 7 qadamda o‘tish ehtimoli bo‘lsin. Markov zanjiri
holatlarini Markov zanjiri trayektoriyalari, ularga tushish moment-
larining xarakteriga ko‘ra klassifikatsiyalash mumkin.

23-ta’rif. Agar biror >0 uchun p;(1)>0 bo‘lsa, u holda bir
jinsli Markov zanjirining j-holati i-holatdan keyin keladi deyiladi
va buni j+i simvol orqali belgilanadi. Agar i j va j>i bo‘lsa
(i~ j). i va j holatlar tutashgan holatlar deyiladi. ~ holatlar to‘p-
lamida ekvivalent munosabat bo*lishini tekshirib ko‘rish giyin emas.

Quyida keltirildan tushunchalar Markov zanjirlari nazariyasida
ko‘p ishlatiladi. ie M holat:

1) agar p, (1)=1 bo'lsa, yutib qoluvchi holat deyiladi;

2) agar  p (1)>0  shartni  qanoatlantiruvchi 7 —vaqt
momentlarining eng katta umumiy bo‘luvchisi d >1 bo‘lsa, d davrli
holar deyiladi:

3) agar uning davri birga teng bo‘lsa, u holda u davriy emas
deyiladi;

; 4) agar Jie M:iiv> j, j < i bo'lsa, u holda u ahamiyatga
molik emas deyiladi;

5) agar VY je Mi{ir> j} '~>{_ir——>i} bo‘lsa, u holda u
ahamiyaiga molik holat deyiladi.

Ahamiyatga molik 7—holat: a) agar P{31<oo;§, =i|£,‘U :i}-—-l
shart bajarilsa, gaptuvchan; b) bunda agar t—>w da p, (£)—>0
bo'lsa, u holda “nol gaytuvehan’ deyiladi; ¢) agar limsup p,, (£) >0

t—>o
shart bajarilsa, i musbat qaytuvehan holat deyiladi.

Jarcha tutashgan holatlar sinflaridan tashkil topgan to‘plamda
gisman tartib munosabati o'ratilgan: A va B tutashgan holatlar
sinflari bo‘lsin. Agar eng kamida bitta ie 4 holat qandaydir je B
holatdan keyin kelsa, u holda holatlar sinfi 4, B dan so‘ng keladi
deviladi va buni B> A simvol orqali belgilanadi. Tutashgan sinflar
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uchun 4+ B, B> A vaziyat (hol) 4= B bo‘lgandagina bajarilishi
mumkin.

Qaytuvchan holatlar final sinf tashkil giladi: ulardan so‘ng
boshqa sinflar kelishi mumkin emas. Har bir yutib goluvchi holat
gaytuvchan, bu bir elementli tutashgan gaytuvchan holatlar sinfini
tashkil etadi.

24-ta’rif. Bitta tutashgan holatlar sinfidan iborat bo‘lgan
Markov zanjiri yoyilmaydigan. agar u bir nechta tutashuvchi holatlar
sinfidan tashkil topgan bo‘lsa, u yoyiluvchi Markov zanjiri deyiladi.

010
19-misol. a) Davriy zanjirlar. O‘tish matritsasi P=| 001 )
100
bo*lgan bir jinsli Markov zanjiri berilgan bo*lsa, u holda
001 (100
Pe= B OEER = 1010, P =P,....
L010 L001 )

tengliklar o‘rinli. Demak,
{1, agarj—i=i(mod3),
Py () :/'10, aks hollarda.
(0RO
Xuddi shunday effekt blokli P=| 0 0P, | matritsalar uchun
P00 )
ham o‘rinli bo‘lib, bu yerda B, P,, P, ~ (kvadrat matritsa bo*lishi shart
bo‘lmagan) stoxastik matritsalar, nollar esa mos o‘lchovlarga ega
bo‘lgan nollardan taghkil topgan matritsalardan iborat.

b) Ahamiyatga molik bo‘lmagan va yutib qoluvchi holatlar,

(o By

Holatlar to‘plami {1.2,3} va o‘tish matritsasi 7 ; 010
001 )

a+f+y=1la,B,y>0 bo‘lgan Markov zanjirida 1-holat aha-

miyatga molik bo‘lmagan. 2- va 3-holatlar esa yutib goluychi holatlar:
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Pt = =50, ) =(1 py )L
b+

RR.B,
R=OSER
WL )

ko* nmshldmu blokli matritsalar ham xuddi shunday xossaga ega, bu
yerda (B, P, P.), P,. P,; — stoxastik matritsalar: P, matritsa aha-
miyatga molll\ bo‘lmagan holatlar sinfiga mos keladi, P, va I8
matritsalar esa tutashuvchi holatlar sinflariga mos kelishi mumkin,
7-teovema. (Bir jinsli Markov zanjirining qaytuvchanliik
Jriteriyasi). Markov zanjirining je M holati qaytuvchan bo‘lishi

uchun Z p, (M=o bo'lishi zarur va yetarli.

Ishoti. |&, = j{ shartda, zanjirni ;-holatga qaytish moment-
Jarining ketma-ketligini ko*ramiz:
v 7l i/t >
T, =0, T, =min{t>7, & =lee=i D
odatdagidek min{@{ =co deb olamiz.
i-lemma. Agar {£ | bir jinsli Markov jarayoni bo‘lsa, u holda
f j! shartda A, =T, T, .k=1,2,..— bog'ligsiz bir xil tagsim-
Janean tasodifiy migdorlar ketma-ketligidan iborat.
boti. {7, =t} ={& = j} munosehat o‘rinli bo‘lgani sababli,

Markoy ossasiga ko‘ra, ixtiyoriy natural » va ixtiyoriy
[ P MECATE \/ holarlar uchun
. | , il AR o L ERd e
PLE oy =i M= Lsttlgy =681 =l seGiy Shy i ,}_
E R I (e s
PLE i =iiam s iy ..JI|7’ j}= ,’l‘:m =iy, m=1, l*u j(

Shuning uchun ham, 7, =¢ bo‘lganda {EM ‘Suz--} trayek-
{oriyaning tagsimoti koga va 1 ga bog'liq emas. Demak, ixtiyoriy

k=1.2... uchun A,,=T,,-T, tasodifiy oraligning uzunligi

\ ~7 ~T ..j=1.2,....k oraliglarning uzunligiga bog'liq emas va

A~ 7 tasodifiy migdorning tagsimoti bilan bir xil tagsimlangan.
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Agar {£, = j} bo‘lsa, u holda
{w:3t<m:f, = j}={w:4; <}
ekanligini qayd etamiz. Shuning uchun ham gaytuvchanlikni qayta
quyidagicha ta’riflash mumkin: je M holat gaytuvchan bo‘lishi
uchun
P(A <w)=1
bo‘lishi zarur va yetarli.
[1,agar & = jbolsa
(@)=
0, aks holda,

ketma-ketligini kiritamiz, v(N)— N <= qadamda j-holatga gay-
tishlar soni bo‘lsin:

=1,2,... tasodifiy indikatorlar

def N
v(N)=> 1, (o)=max{k:T, <N}

n=1

M{1, (@), = j}=P{&, = jly = j}=p,(n) bo'lgani  sababli,

N
Mv(N)=3%"p, (n).

-l
Agar P(A,<®)=1 bo‘lsa, u holda ixtiyoriy k=1,2,... uchun
shunday N (k)<= topiladiki, uning uchun

P(T, < N(k))=P{v(N(k) 2k} >

va shuning uchun ham
N(k)

2 Py (my=My(N (k)= 5 k.

';n

Bundan, & ni tanlash ixtiyoriy bo‘lgani uchun z,z”(n) 7 kelib
el
chigadi.
Ikkinchi tomondan, agar P(A, < @)= p<1 bo'lsa, u holda {7, |
ketma-ketlik birinchi marta A, = bo‘lgan k da uzilib qoladi, Agar
v= {jmv(N)= max{k:T, <}
bo‘lsa, u holda yuqorida isbotlangan lemmadan
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Pv=m)= P(min{k:Ak :oo}zm)zpm-l(l_p)

kelib chigadi, ya'ni v tasodifiy miqdor p parametrli geometrik

i 1 .
tagsimotga ega, demak, Mv:]_—. Shuning uchun ham, ixtiyoriy
N <o uchun
N
Py (m)=My(N)< My <t
i -p

n=

ya'ni z p,,(n) <®. T-teorema isbotlandi.
n=1
20-misol. a) £,.£,....— bog'ligsiz tasodifly migdorlar bo*lib,

P(Ce=1)=p, Plp==1)=q=1—p,k=1,2,.5
bo‘lsin. Agar §,=0.8 =, +..+¢,, n=12,... deb belgilasak, u hol-
da | S} ketma-ketlik barcha holatlari tutashuvehi Markov zanjiridan
iborat. S | tasodifiy daydishning trayektoriyalari 0 holatga gaytishi
uchun uning o‘ngga va chapga qo‘ygan qadamlari soni bir xil bo‘lishi

zarur va yetarli. Shuning uchun ham toq qadamda 0 holatga gaytish
ehtimoli nolga teng, 2n ga teng bo‘lgan juft gadamda bu ehtimo!l

n-—» o da
w0 4 pg)"
Po (2m)=C,, p q ¥~ =,
:7“) =
chunki Stirling formulasiga ko‘ra n — o da
2nY"
2n)! X ) 2
Lo (2n) "7 _(l+o(1))~

(1)’ }/\617_”‘(%),‘ ] Jrn

Agar p#q bo‘lsa, u holda 4pg <1 va me,(n)<c/; .yani 0
n=l

1

holat gaytmas holat bo‘ladi. Agar 4pg=1, p=d=y bo‘lsa va
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Z Py(n)=+=, ya’ni bir o‘lchovli simmetrik daydish uchun 0
n=|

qaytuvchan holat.
b) Tekislikdagi (S,,.5,)=(0.0). (S,,.5,,)= Z Cpntil)s n=12:8

tasodifiy daydishni qaraymiz, bu yerda {¢ 1;} a-holatda kiritilgan
ketma-ketik. Bu (8),.S,,) daydish a-holatda ko'rilgan ikkita
bog'ligsiz tasodifiy daydishlarning majmuasidan iborat. p = g bo‘lgan
holda S tasodifiy daydish qaytuvchan emas va shuning uchun ikki
o'lchovli daydish ham qaytuvchanmas bo‘ladi. p=g¢ =% bo‘lgan hol-
ni qaraymiz. (0,0) 2n nuqtaga qadamda qaytish ehtimoli, har qaysi
ikkita daydishlarning 2m gqadamda 0 ga gqaytish ehtimollarining
ko‘paytmasiga teng:

2nion V2 o |
Pm,u)(o,m(2”)=(Pu.n‘2’7)) (7 CZ::) Bemal T2
prm(,,b,_,,(Zn) qator uzoglashadi, demak isbotlangan teore-

maga ko‘ra, (0,0) holat gaytuvchan.
¢) Ammo

3 -2n n 3 I
P(u,n,uuo‘u‘u)(2")=([7(m(2")":( 2 ('u) (N =)o)

(n)"~
va Zp(,,.,,,,,(,m.,,)(Zn) qator yaqinlashuvchi bo‘lgani uchun uch o‘l-

chovll simmetrik tasodifiy daydish (.S
bog'ligsiz daydishlaming guruhi uchun (0,0‘0) holat qaytuvchimas
ckanligi kelib chigadi.

S,,:5,,) a-holatdagi uchta

In®

6.2. Chekli Markov zanjirlari uchun limit teorema
Vaqtga nisbatan bir jinsli bo‘lgan chekli {£, | Markov zanjiri
uchun 1 ehtimol bilan yaginlashish, {¢, | ning trayektoriyasi birorta
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Zgiitvdcahi ;(; ]);:a}l)o ‘(}?5]1:?11( elgifgan ma’noni bildiradi, bu holda u yutib
8-teorema. Holatlar to‘plami {1,2,..‘,11} bo‘lgan Markov zan-
jirining o‘tish matritsasi P bo‘lib, birorta v< o uchun P" ma-tritsa-

ning barcha elementlari musbat bo‘lsa, u holda
limp,()=n,>0, je{l,.,n} (26)

munosabat o°rinli.
7,,....7, limitlar i — boshlang*ich holatga bog‘liq emas va ular

n
;I’M; =x,, jef Zx‘ =1 27)

tenglamalar sistemasining yagona yechimidan 1borat.
Isboti. v qadamda o‘tish matritsasi P' ="p“(v)" ni ko‘ramiz.
Shartga ko‘ra u stoxastik va barcha elementlari musbat.

¢ = min p,(v) >0 belgi kiritamiz.

v Y i - . . 9n - 5
G, ={ x =702 )13, 2, 210, e R T &
to‘plamdagi tagsimotlar simpleksi bo‘lsin. Agar e¢,....e,€ G, birlik

vektorlar bo‘lsa, u holda p, (1= ( P') :(L",P') :
Jij ]

Ixtiyoriy ve G, bo‘lganda  xP' > p munosabatni ganoat-

lantitovehi p = (.....7,) vektor mavjud ekanligini ko‘rsatamiz.
xp' | = ketma-ketii  {xP" | ={(xP") Pl m=0,1,.,v-1
ko‘rinishidagi v ta gism kclmn-kcthklardan tashkil fopgan, shuning

. s ¢ O Dl A A\
uchun ham teoremaning birinchi tasdig®ini isbotlash uchun x(P‘)

vektorlar ketma-ketligining p limiti, ixtiyoriy xe G, uchun mavjud,

v ga bog‘lig emas va (27) sistemani qanoatlantirishini ko‘rsatish

yetarli.
Keyingi isbot 4 ta tasdigqa ajratilgan.
a) Ax—xP’ tenglik orqali aniglangan chizigli almashtirish G,
imollar tagsimoti simpleksinini yana o‘ziga o‘tkazadi.
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Hagiqatan ham, agar x=(x,,...x,)e G, bo‘lsa, u holda
V=(¥.....,) = xP" vektorning barcha komponentlari manfiy emas va

;-VPZZWMV) Z«‘}ZP;,(‘) Z‘L‘]

J=lk=1
b) p(x,y)=Z|xj-y,l metrikada A:G, — G, — koeffitsiyenti
J=1

l—£<1 dan katta bo‘lmagan siquvchan akslantirishdan iborat.
Hagiqatan ham,

p(xP",yP" )= Z

J=1

Z—"kpk; (8= Z‘LP;, (v)|= Z|(X1 =k )qu(")l

k=1

Agar x,ye G, bo‘lsa, u holda Z(.\" — y; )=0. Shuning uchun

k=1
ham x, -y, ayirmalarning manfiy bo’lmagan va musbat bo‘lmagan

yig'indilari fagat ishoralari bilan farq qiladi, ya'ni
" M e 4y S A
%max,,\,‘ W ,0}_~I§m1n{x‘ -~y ,0}»5;|,\, -yl= FP (X, 1),
Demak, x#y bo‘lganda shunday r,se{l,..,n} holatlar
mavjudki, ular uchun
10 I
DN ) > T (R O
s A R 0ngse ()2 x, -,
tengsizliklar ~ orinli. Bundan  va a,h>0 bo‘lganda
la=b|=a+b-2minfa,b} tengsizlikning o'rinli ckanligidan hamda
& ning ta’rifidan bu » va s lar va ixtiyoriy ; {1,...,ny uchun
|65, = 202,00+ (x, = 3,)p,0)|= (x, - y,)p, ()
+[x,' —_\v'.lp‘,(v)—21ni11{|x, =) ]|\ - y\“min{ 2, (v), //,,(r)] :
= le' ")’r'l}r} (")+|"'\ =Yy ‘l’.‘l (\’)-* !’/,( Y, y)E
7

va

2 (% =) py “')'S > e =3ilpy )+, - 3, p, )+
i §=l
ker s




B

x 1
e, =Py (D= 32P (5308 =3l = iy () -
= o (v)==
Demak, b % np(x,y)g,

2 (5 =) Py ()

k=1

AN
< =
7 ,Z,LZIX’ Vil Py (")*%p(x,y)a ):

p(xP",yP" )= 3
L i =

> LZ“'\‘ 2 .\'A-]'Iz;]pk, (M =gp(x,3)=(1-g)p(x,).

c) G, kompakini o°ziga o‘tkazuvchi 4 siquvchi ji
yagona P go‘zg'almas nuqtaga ega va bu nu lt aksvlammsh
S £ ot i qta ixtiyori
e g xe G, ketma-ketlik uchun limit n ¢ y
chunki r —> o da uqgta  bo'ladi,
/’( A x, /)): /’(“4" L | p)g(]_s)rp("_ z)enl

.k MR f ;
(G, kompaktning { A4 _\-: nuqalaridan ‘el S i
ketli

kamida bitta p Jimit nuqtaga ega. Ap = p deb faraz gilami
. . ’ o '“ l 3 i
shunday tanlaymizki, natijada A

) 1
p(A4"x,; E,ﬂ( Ap.,m) va
. I 2 N '
plA x4 x) Sl =g /)(.\',A' 1< 1/3p(p.4p)
bo‘lsin. U holda uchburchak tengsizligiga ko'r
s, engsizligiga ko‘ra, garama-qarshilikga

in. zpl A x. i /'v‘l=|Ar I
p(Ap.p) p(A x p)tplA x4 .\)ﬁp(A”x,Ap)<(l—%.~:)p(Ap,p).

d) r-—>om da A'x—>p va (J’_\')P»A"(XP)—»]). matritsaga
ko‘paytirish esa uzluksiz funksiya bo‘lgani uchun p— P matritsa
bilan G, — G, chizigli almashtirishning qo‘zg almas nuqtasi. Agar bu
chizigh almashtirish boshga qo‘zg almas nugtalarga cga bo‘lganda
edi, ular A nl::lzmllirishning qo‘zg almas nuqtalaridan iborat bo'lar
edi. bu esa mumkin emas. p— P matritsa bilan akslantirishning
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yagona qo‘zg‘almas nugtasi bo‘lgani sababli. u (27) chizigli teng-
lamalar sistemasining yagona yechimidan iborat. Teorema isbot
bo‘ldi.

6.3. Markov zanjirlari yordamida oddiy tasodifiy
daydishlarni tekshirish

£,.5,,...— holatlar to‘plami {0.1,..,N} bo‘lgan chekli Markov
zanjiri bo‘lib, 0 va N yutib gqoluvchi holatlar bo*lsin, ya'ni
P = P& =0 ©)=0}= py, =P{$,, = N ()= N}=1,120028)
va har qaysi “ichki” ke {I,2,...,N—- 1} holatdan yoki qo‘shni
holatlarga o‘tishi yoki 0°z o*mida golishi mumkin:
Pun=BlE =k+1E, =k}=p, >0,
pAk=P'l‘§/+I=k|§l:k}:rl:\£0' (29)
Plk-1 = P{fl.x =k-1f, =ki=gq, >0.

Bunday zanjirning £, =k boshlang®ich holatli trayektoriyasi 0
yoki N yutib qoluvehi holatlarga tushib qgolish ehtimolini topamiz.
k=1,2,..,N va t o da

Pro ()= P&, =05, =k} > u,
Py ()=P{g, = N[, =k} > v, .

0 va N holatlar yutib goluvchi bo‘lgani va p, (1) hamda
Py (1) o'tish ehtimollari monoton kamaymaydigan bo‘lgani uchun,
P,0(t) va p,, (1) migdorlarning 7 — « dagi limiti mavjud,

9-teorema. Agar {§,} holatlar to*plami ’,().I.....N; va o'tish

chtimollari (28), (29) formulalar orqali ifodalanuvchi Markov zanjiri
bo‘lsa, u holda & =n bo‘lganda 0 holatda yutilib qolish ehtimoli
u, . N holatda yutilib golish ehtimoli v, lar quyidagi

=1 -
st "—‘hw‘h. e 1 r];z]j/_»_“’/ﬁ’),,l——u :
I+S8ia PP I+S\  i&p-p .

Ill/
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N-1
IR LT T
5 PP
formulalar orqali ifodalanadi.
Isboti. P{& = Ojju = k} uchun to‘la ehtimol formulasidan foy-

dalanib, 1<k < N bo‘lganda quyidagi tenglamalar sistemasini
tuzamiz: »
P&, =0, =k} =P{& =k-1|§, =k} P{& =0, =k-1}+
+P{& =k+1|E, =k} P{&, = 0|5 =k +1}=
=g, P{&,., = 0, =k -1} + p, P&, =0ff, =k-1}.
Bundan, 7 ni cheksizga intiltirsak,
U, =Gl F Dillyys 1S <INGRay =101 =03 0)

Bu tenglamani boshqa ko'rinishda yozib olamiz:
g =)= p i —u ), 1Sk<N; uy=1, u,=0.

Demak.
u —uy =(uy, —uy AL
Py
G4
U, —uy = (uy—uy Ylda
2R
va induksiyaga ko‘ra,
oy .
U — Uy =y —y ydio iy k=12 5N= 1
P+ Ly
Bu tengliklarni hadma-had qu\’hib quyidagini topamiz:
-
wy =y = (uy =y ))__ A8k (= u)S) (31)
ket 1< Pk
Shartga ko‘ra, wu, =1, demak wu = (u,~u)S=(-u)S, yoki
. Eapr Qolgan u, larni topish uchun endi quyidagilarni qayd etish
yetarli:
Ty
u Uy =1 =u y bz ndl o S P
» Py - Py (I' s )/1 P
‘\’(l](i
N 1 g
U > (1 2y 5 B L{I—ql—, II«‘].Z.....N-—].

pety g 1+8 20 P Pi

)

33



Xuddi yugoridagi kabi. v,,v,,....v, lar uchun ham tenglamalar

sistemasini keltirib chigarish mumkin, u (30) dan fagat chegaraviy
shartlar bilan farq giladi:

Ve =qVeat PiViss 1Sk<N, v,=0,v, =1 (32)

(31) tenglamagacha chegaraviy shartlar ishlatilmagan edi.
Yangi chegaraviy shartlarni hisobga olinsa, (31) tenglama

v,—1=-v§, yoki v, =il

1+8
LA ; B e
ko‘rinishini oladi. v, —v,,, =—v, ——— bo‘lgani uchun,
Py Pk
n=1
9y -4k
w=v,=) (v, —v, )——vz
z R IA § 1oLk
va
( e l(ffhtu‘
v, =y |1+ =— 1+ ————J
gk Z;m J ] =T

Teorema isbot bo*Idi.
Yuqoridagi kabi, ammo uytib qoluvchi holatlarsiz Markov
zanjirining limit tagsimotlarini topamiz.
10-teorema. Agar {£ |- holatlar to‘plami {0,1,..,N| bo‘lgan
Markov zanjiri bo‘lib, uning o‘tish ehtimollari
Prpn =P 20, Pryi =4, >0, py=r20,
Prtaetn =V (k=1,2,.,N-1),
pol :p(] >0‘ Pnn = ’;1 )”’ /’h ¥ I;» ]‘
Py =ty >0, pywy=qy >0, ry+gy=1

bo‘lsa, u holda 7, = lim P{ —n|,,, = k| limit ehtimollar quyidagi

=7
o 1 po...p,,_l, 2\‘ - Phet
1+8% @ --4n bt Gy

formulalar orqali ifodalanadi.
Isboti. P otish matritsasiga ega bo‘lgan | &, | Markov zanjiri,
Pw>0. Py >0 bo‘lgani sababli, davriy emas, uning barcha

holatlari tutashgan va N gqadamda u ixtiyoriy holatdan boshqa
istalgan holatga musbat ehtimol bilan o‘tishi mumkin. Shuning uchun
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ham unga limit tagsimotning mavjudligi hagidagi umumiy teoremani
(g_worcmam) 4o “aéh ‘mum.km; P o'tish matritsasiga ega bo‘lga
Markov zanjirining limit ehtimollaridan tashkil fopian = _8(” 7gr n)
¢ — 7 tenglamani, ya'ni x : ; 05 Ty
vektor, #P=7 : ususiy holda quyidagi
25 G i o
sistemasini ganoatlantiradi: quyidagi tenglamalar
Ty = Moly + 14,

=TT, Pry + LT,
Ty k=1 Py ¥l + 10 0,0, k=1,..,N-1,

Ty =N Py T Ny,

N

T + 7y + et Ty =1,

o . 1-5;
Birinchi tenglamadan 7, =z, 10 - g 20 kelib chigadi, bun
9 9 : :

dan va ikkinchi tenglamadan esa

1 1 -
s = —‘-(/7‘ “ = )_znp(x )= —”0[)"(*1 i -1 l=r _[)()P|
92 92 0 e 0142
PoPyi Py

hokazo. nihoyat m, =m,
G4 . qn

vad LT o =1 bo‘lgani

£ I
sababli, 7y, =——, Va bundan boshga qolgan chtimollar uchun for-
145
mulalar kelib chigadi.
21-misol. Diffuziva uchun Erenfestlar modeli. »# ta zarrachani
bitta idishdan ikkinchisiga o*tishi haqidagi yuqoridagi  18-imisolda
kotrilgan Frenfestlar modeli uchun ¢ vaquda birinchi idishdagi

sarrachalarning sonini ifodalovehi & — holatlar to*plami {0,1....,n} va

o‘tish ehtimollari
n—k
% A ) =—— (k=0,..n—
Pk kvt = Py i ( n—1),

k
P = 90 = 5 (k=1,..,n),

P . (k=050

bo‘lgan Markov zanjirini tashkil etadi.
Bu Markov zanjirining statsionar (limit) tagsimotlarini topish
uchun limit teoremadan foydalanamiz. Bu holda
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Do--Piy _ N~ 1(n=1).. (”“I“H) C o
Z} G4, ; Z
va

2-" CII; 2

ya'ni statsionar tagsimot (n,1/2) parametrli binomial tagsimotdan
iborat. Binomial tagsimot uchun 0 va » giymatlarning ehtimollari
(ya'ni vaqtning berilgan momentida barcha zarrachalar birinchi yoki
ikkinchi idishda yig‘ilib qolish ehtimollari) 27 ga teng va n idishdagi
molekulalar soniga teng bo‘lgan holda bu ehtimollar shunday
kichikki, koinot vujudga kelganidan boshlab to hozirgi kungacha bo‘l-
gan vaqt oralig‘ida bunday momentni kuzatish amalda mumkin emas.

7-§. Tarmoglanuvchi jarayoniar

Tarmoglanuvchi jarayonlar nazariyasida kimiyoviy, yadroviy va
shu kabi boshqa reaksiyalardagi populatsiyalarning rivojlanish jara-
yonining sodda matematik modeli o‘rganiladi. Birinchi bo‘lib bunday
model XIX asr boshlarida Galton va Vatsonlar tomonidan, ingliz
lordlari familiyalarining yo‘q bo‘lib ketishini o‘rganish jarayonida
taklif etilgan,

((t) tarmoglanuvchi jarayonning ¢/ momentdagi holatini ¢
avloddagi zarrachalar soni deb talgin gilinadi. Keyingi avlodga o‘tish-
da har bir zarracha tasodifiy sondagi keyingi avlod zarrachalarini
vujudga keltirib, 0*zi yo‘q bo‘lib ketadi, turli zarrachalarning aviodlar
soni 0‘zaro bog‘ligsiz deb faraz gilinadi.

Tarmoglanuvchi jarayonni formal ravishda ta’riflash uchun,
0.1,2,... giymatlarni gabul giluvchi bog‘ligsiz bir xil tagsimlangan
tasodifiy miqdorlaming cheksiz {7, ,/=0,1,...k=1,2,...; to‘plami
mavjud deb faraz gilamiz (y, —¢ avloddagi k —zarrachaning
goldirgan nasllari soni). Jarayonning giymatlari ushbu
/—l(l+l):[1y” +¥ia et Yy H(1)>0
10. u(r)=0

rekurrent munosabat orqali ifodalanadi.
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Bunday ta’riflangan u(f) tasodifiy jarayon Markov zanjiridan
iborat bo‘ladi, chunki vaqtning ixtiyoriy 7 momentida jarayonning
qiymati aniglangan bo‘lsa, uning keyingi holatlari {Vw s2t, k=],2,...}
tasodifiy miqdorlar orqali aniqlanadi, ular esa avvalgi holatlarga
bog'lig emas. Tarmoglanuvchi jarayonning holatlar to‘plami
{(),],2....: —manfly bo‘lmagan butun sonlar to‘plamidan iborat, shu-
ning uchun ham tarmoglanuvchi jarayon sanoqli holatli Markov zan-
jiridan iborat. 0 holat yutib qoluvchi holat, agar jarayon 0 holatga
tushsa, u yo‘q bo‘lib ketgan deyiladi.

Biologik va shuningdek fizik qo‘llanishlar nuqtayi nazaridan
quyidagi ikkita savol eng ko'p giziqish uyg'otadi: qanday shart
bajarilsa jarayonning yo*q bo‘lib ketish ehtimoli birga teng va qanday
shart bajarilganda jarayon musbat ehtimol bilan yo*q bo*lib ketmaydi?

Tarmogli jarayonlarning xossalarini o‘rnatishda hosil giluvchi
funksiyalardan foydalanish magsadga muvofiq bo‘ladi. y— tarmogqla-
puvehi jarayondagi bitta zarrachaning nasllar soni bilan bir xil tagsim-
Jangan tasodifiy migdor bo*lsin. Quyidagi hosil giluvchi funksiyalarni
kiritamiz:

f(s)= Ms" = M{s"|u(0)=1},

o(t,8)= Ms"'".
I1-teorema. @(r.5).7=0,1,... hosil giluvchi funksiyalar ketma-
ketligi
0(0,5)=Ms"'" | o(t+1,5)=0(t, fi8)t=01"

rekurrent munosabatnt qanoatlantiradi. Agar P(u(0)=1)=1 bo‘lsa, u
holda

P(0,8) =35, @U+1s)=f(@ts)), t=0,l,..
tengliklar o‘rinli.

Isboti. Tarmoglanuvchi jarayonning ta'rifiga ko‘ra, u(r+1)
miqdor har birining tagsimoti 7 ning tagsimotiga teng bo'lgan w(r)ta
bog ' ligsiz tasodifiy migdorlarning yig‘indisiga teng ekanligini hisobga
olib, hosil giluvehi funksivalaming 3-xossasidan (5-bob, (6) formula)
foydalanib quyidagini, topamiz:

o(t+1,8)=Ms""" = (t,Ms* )=0(t, f(s)).
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Xuddi shu kabi, boshlang*ich zarrachaning barcha bevosita (1-
avlodni tashkil etuvchi) nasllari bir-biriga bog‘ligsiz ravishda
ko'paygani va boshlang‘ich zarrachaning /+1 momentdagi nasllari
soni u(f) bilan bir xil tagsimotga ega bo‘lgani uchun, ikkinchi
tenglikni hosil gilamiz:

(1+Ls) = Ms" D = p(M{ s lu (0)}) = f (9 (1.5).

1-natija. Agar 1(0)=1 bo‘lsa, u holda

Pplt.s)=fi(s)=f(f (.S (s))-

Isboti. Agar (0,s5)= Ms“""’ = Ms' = 5 ekanligini hisobga olsak,
natijaning ishoti 8-teoremadan bevosita kelib chigadi. :

I1-teoremadan foydalanib, Mpu(t) ning giymatini topamiz.

My = A bo'lsin. U holda ixtiyoriy #=0,1,2,... uchun

Mup(t+1)=p! (1+1,s)

=S ()], =

=((pI:(l,u)ll,‘“”f'(s))ll_,,=.4;W,u(l)
ya’'ni
Myi(ty= A'Mu(0).

Demak, tarmoglanuvchi jarayonlar bitta zarracha avlodlarining
o‘rta giymati 4= My ning turli giymatlarida turli sifatiy xossalarga
ega:

agar A<1 bo‘lsa, u holda My(r)——>0 va bunday jarayon
dokritik jarayon deyiladi:

agar A =1 bo‘lsa, u holda Mu(r)= Mu(0) va bunday jarayon
kritik jarayon deyiladi;

agar A>1 bo'lsa, u holda Mpu(1)————>w va bunday jarayon
nadkritik jarayon deyiladi.

Bu atamalar kimyoviy yoki yadroviy tasniflashga mos keladi:
reaksiya yoki juda tez tugaydi (odatdagi shartlardagi kabi). yoki
taxminan bir xil o‘zgarmas holatda turadi (yadroviy reaktordagi kabi),
yoki bo*lmasa yadroviy portlash hosil bo‘ladi.

Matematik kutilmaning holati bilan bir qatorda, tarmoglanuvchi
jarayonning muhim xarakteristikalaridan yana bittasi kamaymaydigan
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P{u(#)=0|p(0) =1} ehtimolning limitidan iborat bo‘lgan jarayonning
yo'q bo‘lib ketish ehtimolidan iborat (0 holat yutib qoluvchi holat
ekanligini eslatib o‘tamiz):

g =lim P{u()=0Ju(0)=1}.

12-teorema. f(s) hosil giluvchi funksiyaga ega bo‘lgan
Galton-Vatson jarayonining yo‘q bo‘lib ketish ehtimoli g soni
f(s)=s tenglamaning eng kichik nomanfiy ildizidan iborat.

12-teoremani isbotlash uchun bizga quyidagi lemma kerak
bo‘ladi.

2-lemma. f(s)zZpAs"—-nomanﬁy butun qiymatli tasodifiy

k=1
migdorning  f(s)=s shartni ganoatlantiruvchi  hosil giluvchi
funksiyasi bo‘lsin.

a) Agar A= f'(1)<1 bo‘'lsa, u holda 0<s<l bo‘lganda
/(s) > s tengsizlik o‘rinli.

b) Agar A= f'(1)>1 bo'lsa, u holda shunday s,€ [0,1) son
mavjudki, uning uchun

£(5)> 5,055 < 855 L(5p)=Sg, Si(8) 55,55 < 5l
munosabatlar o*rinli.

Lemmaning ishoti. /(s)— hosil giluvchi funksiya. yig*indisi 1
bo*lpan nomanfiy koeffitsiyentli darajali gatordan iborat, ya'ni u 10,1]
oraligda aniglangan, nomanfiy, monoton o‘suvchi, uzluksiz qavariq,
barcha tartibli monoton kamaymaydigan nomanfiy hosilalarga ega
bo*lgan funksiya bo'lib, shu bilan birga f(1)=1 va f(0)=0 bo’lsin .

a) Agar ['(I)<1 bo'lib, f(s)#s bo'lsa, u holda barcha
we (0.1) nugtalarda f"(u) <1 va f"(u)=0 (shu bilan birga S (u)y=0
tenglik fagat /(1)< 1 bo‘lgandagina bajarilishi mumkin) va Teylor
formulasiga ko‘ra, har ganday se [0,1)  bo‘lganda, biror
u=u(s)e (s,1) uchun

fi(s)= f(1)+(s r-n/"(l)Lr.s-—l)‘:L;(g”*k*l—(l—s)/"(l):w,
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Endi b-tasdigni isbotlaymiz. Agar 4>1 bo‘lsa, u holda sT1

bo‘lganda
fs)=1-A(1-s)+o(1-5)
ya'ni s birga yetarlicha yagin bo‘lganda f(s)<s bo‘ladi. Tkkinchi
tomondan,
f0)=P(£=0)=0

va f(s) funksiyaning uzluksizligiga ko‘ra f(s)=s tenglama
s5,€[0,1) ildizga ega. /"(s)>0 bo‘lgani uchun f(s) funksiya [0,1]
oraligda botiq, ya'ni f(s)=as+h tenglama [0,1] oraligda bittadan
ortiq ildizga ega bo‘lishi mumkin emas. Ammo f(s)=s tenglama
A>1 bo‘lganda ikkita 1 va s, ildizga ega; demak s< [0,s,) bo‘lganda
fls)>s va se (s,,1) bo‘lganda esa f(s) < s. Lemma isbotlandi.

12-teoremaning isboti.

Plu(t)=0ju(0)=1}=

=% I =Reoy=1st|,, = Ms“ |, = £,(0),
k=0
bo‘lgani uchun
g =lim f,(0)
tenglik o‘rinli.

Ixtiyoriy ¢=0,1,2,... uchun 0< /f,(0)<s, ekanligini ko'rsata-
miz. =0 bo‘lganda bu tengsizlik to‘g‘ri ckanligi ravshan. So‘ngra
induksiyadan foydalanamiz. Qandaydir />0 uchun 0< f(0)<s,
bo‘lsin. Bu tengsizlikning har ikkala tomoniga / funksiyani ishlatib
va uning monotonligini hamda f(s,)= s
topamiz:

ckanligini hisobga olib,

1]

DS A0S (D)= f4i(0)< f(8y) = 8-
Monoton o‘suvchi chegaralangan { /, (0)} “ketma-ketlik 7> da
limitga ega. Uni ¢ <s, orqali belgilaymiz. f(s) funksiya uzluksiz
bo‘lgani sababli
g=lim £, (0)=1im f (1, (0))= /(lim £, (0))= / (4).
Demak, ¢ =s,. Teorema isbot bo‘ldi.
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2-natija. Agar A=/f()>1 bo'lsa va fagy

2 : o : s
tarmoglanuvchi jarayonning yo'q bo‘lib ketish ehtimo; ndaging

9 birdan

kichik.
13-teorema. f(s)#s bo‘lgan tarmoglanuvch; -
; _]aray(mnin
g

barcha musbat holatlari aha_miyatga molik emas: agar ¢
bo*lsa, u holda lim P{u(t)=kf=0. Sk< o

Ishoti. Teskarisini faraz gilamiz: shunday k>0 :

m 0
sinki. u uchun avjud bo<)-
limsup P(u(t)=k)=v, >0

munosabat o‘rinli bo‘lsin. Alohida ikkita holni ko*ramiz,

a) P(y=0)=p>0bo'lsin. U holda P{#(Hl)zolﬂ(’):k}
Demak. tola ehtimol formulasiga ko‘ra

P(p(r+1)=0) =3 P(u(0)=m) Pt +1)= 0fu(g) = 1 o

J =

mi=0

=P

P(u(r)=0)+ /’(#U):/\']/’;y(/+l):0|,11(1):1\-}=
Plu(r)=0)+ p* P(u(r) = k).
Bu tengsizliklarni hadma-had qo*shib, quyidagini topamiz:
Pu(+1) H\?p‘}:l’(,u(r):/\—)_
Agar v, = limsup P(u(2)=4k)>0 ho'lsa, u holda Yetarlicha
katta 7 un oxirgi tengsizlikning o‘ng gismi bLirdan katta
1 i ¢ i an katta, by e
bo‘lishi mumkin emas. Demak v, =0 ekan. e
b) Endi P(y=0)=0 bo‘lsin. U holda P(y>1)=1 va fs)=s
bo‘lgani uchun P(y =1)<1. Demak, i ;

/)(/HI tl) =y, +od Yy ;-':“(1)):1

Plu(t+1)zk+ I:,u(l) k) ']—(/’(yr.:l))’ 21=P(y=1)=r>0.
a) Punktdagi kabi fikrlashlar yordamida quyidagilarga cga

bo‘lamiz:
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P(p(t+)zk+1)z P(pu() zk+1)+ P(u() =k u(t+1) 2 k+1)z

= P(p(yzk+1)+rP(u()=k).
Bu tengsizliklarni hadma-had qo‘shsak,

Pu(t+1)2k+1)2 P(u(0) 2k +1)+r Y. P(u(m)=k).

m=0

Agar v, =limsupP(u(1)=k)>0 bo‘lsa, u holda yetarlicha

P,
katta ¢ lar uchun oxirgi tengsizlikning o‘ng tomoni birdan katta, bu
esa bo‘lishi mumkin emas. Demak, bu holda ham v, =0. Tcorema
isbot bo*ldi.

14-teorema. Agar A= My >1 va ¢” = Dy < bo‘lsa, u holda
P(X >0)>0 shartni ganoatlantiruvchi shunday X tasodifiy migdor
mavjudki, u uchun

P{%TOM(O)=I}=I va MX =1

munosabatlar o‘rinli. Shu bilan birga X tasodifiy miqdorning
w(u)=Me"* xarakteristik funksiyasi y(Au)= f(p(u)) tenglamani
qanoatlantiradi.

Isboti. X (1)=*")/=0.1,2.... deb belgilaymiz.
A

X(0)+i(/\’(u-l)—xm)

1=0
gator (bunda birinchi k& ta qo‘shiluvchining yig‘indisi X(k)—1)
1 ehtimol bilan absolut yaqinlashuvchi ekanligini ko‘rsatish yetarli
(uning yig‘indisi limit tasodifiy miqdor X dan iborat). Agar g(r)=m
bo‘lsa, u holda u(t)=y, +..+7, ckanligidan foydalanib, to‘la
matematik kutilma formulasidan,

M(X(+1)-X(@)) =

1 Y )
- M[EE ’-’—’5’—)J =L M(u(t+1)-p(n)) =

Au-l A’ Al(lcl»
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L) 12(hl) JMZ

m=0

A”(”” ZP ,l.l([) m (i 711\ )—z
k=

(i?’u“imj {u(y=m}=

k=1

(33)

(=)

,“‘“ IZUP(,u(r)—m)mO' = ,,Z'UH) ——Mu()=—+

Agar A>1 bo'lsa, u holda (33) tenglikka va Chebishev
tengsizligiga ko‘ra,
V‘p( Y(1+1)- X (1) > )< o
g > ,._E(U/A”) Z4“+7
va Borel-Kantelli lemmasiga asosan

-{|X’(/+])—,\’(1)]>0'/A”'3}. T=1051

hodisalardan 1 ehtimol bilan fagat cheklitasi ro*y beradi. Bundan

" ¥
P| Z( X(r+1)= X(7)) gator absolut yaqinl.):l

kelib chigadi, ya'ni X =X, *V( V(74 1)= X (1)) tasodifiy migdor

deyarli mugarrar aniglangan va thkll

remaning oxirgi ta’kidini isbotiash uchun quyidagi tenglikni
ko‘ramiz

W (=il A\'chp{iu’u;’:”}:(p(l+].c.‘<p{iu/A'*'}):

[ (@ (t,expliu/A™ ) = /“/pr{ ’})

i /(M(,'“"“' 4 ):: [y, (! A)). (34)

Ishotlanganiga ko‘ra, X (1)

——> X, demak barcha haqiqiy
u lar uchun v, (1) ———> (1) munosabat o‘rinli. Undan foydalanib,
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(34) tenglikning har ikkala tomonida 7 bo‘yicha limitga o°tib, topa-
miz:

w(u)= f(y(u/d)),
bu esa teoremaning tasdig®idan fagat o‘zgartirish almashtirishigagina
farq giladi.

VI BOBGA DOIR MASALALAR

1. {£(1),te T =[0,1]} —tasodifiy jarayon (£2,4P) ehtimollar
fazosida aniglangan bo‘lsin, bu yerda Q={1,2}, A4 — Q ning barcha
qgism to‘plamlaridan tashkil topgan & — algebra, P— esa {1} va {2}
to‘plamlarga 1/2 ehtimollarni mos qo‘yadi. Agar & (1)=w1 bo'lsa,
&(t,w) jarayonning barcha trayektoriyalari va chekli o‘lchovli tag-
simotlari topilsin. : :

2. a-parametrli Puasson jarayonining matematik kutilmasi,
chekli o*lchovli tagsimotlari va kovariatsiya funksiyasi topilsin.

3. II(r)— a parametrli Puasson jarayoni bo‘lsin. Unga bog'-
ligsiz ravishda tanga tashlaymiz va n(¢) jarayonni quyidagicha anig-
laymiz: agar tanga gerb tomoni bilan tushsa, n(r)=(-1)""", aks
holda 77(l)=(--l)"“"l deb belgilaymiz. {q(l).tz()} tasodifiy jara-
yonning chekli o*Ichovli tagsimotlarini toping.

4. £(1)= Xsinmt ~ tasodifiy jarayonning matematik kutilmasi
va kovariatsiya funksiyasi topilsin, bu yerda o — o‘zgarmas chastota,
MX =1,DX =0,2.

5. §(l)=Xe"'Z ~ jarayonning matematik kutilmasi va kova-
riatsiya funksiyasini toping, bu yerda X - tasodifiy miqdor,
MX =2,DX =0,01.

6. Agar  {&(n).1e T}~ tasodifiy jarayon Ae 7'~ kompakt
to‘plamda stoxastik uzluksiz bo‘lsa. u shu to‘plamda ehtimol bo*yicha
chegaralangan, ya'ni N - o da

supP(|§ (1)[ >N)—>0
A
ckanligi isbotlansin.
244



i e S S e A A v s it

7. £ (1) —stoxastik uzlukziz jarayon va g(x)-—ixtiyoriy uzluksiz
funksiya bo‘lsin. U holda g(&(¢)) ham stoxastik uzluksiz jarayon
ekanligi isbotlansin.

8. S(0)=7,g,)+..+7,g,(r) tasodifiy jarayonning kovariatsiya
funksiyasini toping, bu yerda g,(¢)....,g, (1) — notasodifly funksiyalar,
¥yaeen?, —€sa korelyatsiyalanmagan tasodifiy miqdorlar bo‘lib, ular
mos ravishda d,.....d, dispersiyalarga ega.

9. &(r) va &,(1) = K (1,5) va K,(t,5) kovariatsiya funksiyalarga
ega bo‘lgan ikkita bog'ligsiz tasodifiy jarayonlar bo‘lsin.
(1) =&,(1)é,(7) jarayonning kovariatsiya funksiyasi topilsin.

10. & (1) —tasodifiy jarayon o'z qiymatini vaqtning tasodifiy mo-
mentlarida o*zgartiradi. Sakrashlar orasida £(f) ning qiymati o‘zgar-
maydi va bu giymatlarning har gaysisi, matematik kutilmasi 0 va
dispersiyasi o ? bo‘lgan bog*ligsiz tasodifiy miqdorlardan iborat. Jara-
yonning matematik kutilmasi va kovariatsiya funksiyasi topilsin.

11. G sohada vaqtning boshlang'ich /=0 momentida k£ ta
sarracha bor edi. Zarrachalarning har qaysisi Ar vaqt oralig'ida
yiAt +o(Ar) chtimol bilan G sohadan chiqib ketadi. Yangi zarra-
chalar paydo bo‘lmaydi. Bu jarayonni tavsiflovchi tenglamalar siste-
masini tuzing. Uni yeching. Vaqtning ¢ momentida G sohada bo‘lgan

sarrachalar sonining mateni- utilmasi va dispersiyasini toping.

12. Poya jarayoni. G {od andaydir zarrachalar paydo
bo‘l so'ngra ular sohani tark ¢i~hmaydi. Agar vagtning
boshianctich 7= 0 momentida sohada n ta zarracha bo‘lgan bo‘lsa, u

: : . l+an
holda vaqtning (7.7 + Af) intervalida zarrachalar soni -l———/,\t+u(At)
+ai

chtimol bilan bittaga ko‘payadi, bu yerda a>0. Zarrachalar soni
ikkita yoki undan ko‘pga ko'payish ehtimoli o(Atr). Bu jarayonni
tavsiflovehi tenglamalar sistemasini tuzing. Uni yeching. Vagining ¢
momentida G sohada bo‘lgan zarrachalar sonining matematik
kutilmasini va dispersiyasini toping.

13. Puasson jarayoni. Biror fizik sistema sanoqlita E,E,, E;....
holatlardan birida bolishi mumkin, shu bilan birga vaqtning ixtiyoriy
¢ momentida u o‘zining holatini o‘zgartirib, tartib ragami bittaga ko‘p
ho‘lpan holatga o‘tishi mumkin. Agar Af yetarlicha kichik bo‘lsa, u
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holda sistemaning (7,7 + Af) vaqt oralig'ida £, holatdan £, ga o‘tish
ehtimoli AA7+ o(Ar)ga teng, bu yerda £ — musbat o‘zgarmas son. Bu
jarayonni tavsiflovchi tenglamalar sistemasini tuzing, uni yechib, agar
vaqtning boshlang‘ich /=0 momentida sistema £, holatda bo‘lgan
bo‘lsa. vaqtning 7 momentida uning E, holatda bo’lish ehtimoli
p, (1) (ne [N)ni toping.

14. £, —bir jinsli Markov zanjiri va A tutashgan holatlar sinfi bo‘l-
sin. A sinfning barcha tutashuvchi holatlari bir xil davrga ega va ular-
ning hammasi gaytuvchan yoki hammasi nol gaytuvchan, yoki bo‘l-
masa musbat qaytuvchan holatlardan iborat ekanligini tekshirib ko'ring.

15. Vaqtga nisbatan bir jinsli bo‘lmagan Markov zanjirlari
uchun 7-teoremada keltirilgan kriteriy noto‘g'ri ekanligini ko‘rsating.
Misol sifatida ikkita (0 va 1) holatli. o*tish ehtimoli

1/2,n=0,i,je{0.1}, (
) I—7

a) p" =41,n<1,i= j, b) p" :'{ J ' nz0,
{inea i,

2

[O,nsl.i#j;

bo‘lgan Markov zanjirlari garalsin.
16. Agar  u(r)— Galton-Vatsonning  kritik  jarayoni  bo‘lib,
J'()y=1, ["(t)=be (0,2) bo‘lsa. u holda

Myu)(;:(r)-n:.-%mu.x}!, = bt
as*®

ckanligini isbotlang.

17. p(¢)=bitta zarrachadan boshlangan va f(s)= Ms’ ~hosil
giluvchi funksiyaga ega bo‘lgan Galton-Vatson jarayonida ¢~ avlod-
dagi zarrachalar soni bo‘lsin.

a) p(0)+ p(D)+ ...+ u(k) yig'indining hosil giluvchi funksiyasi
topilsin.

b) /') =1, ["(1)=bhe (0,0) bo‘lgan kritik jarayon uchun

k \ k i /
M(Z,u(j) | va > Mu(j), D(Z,u(j)J va » Du(j) migdorlar

L /=0 ; j=0 j=0

j=0

taqqoslansin.
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TEST SAVOLLARI

1. W(¢) standart Viner jarayoni uchun quyidagi tasdiglardan
biri o‘rinli?

A. EW(1)W(s)=max(1,s) B. EW() W(s)=min(t,s)

C. EW()W(s)=0 D. To‘g'risi yo'q.

2. {w,t > 0§ Viner jarayoni bo‘lsa, w, ning tagsimotini toping.
A. N(0r) B. N(1,1/2) CHIT(1)Seun, 11(0).

3. {0 20} -~ a parametrli Puasson jarayoni bo‘lsa, P(§(1)=2)

qaysi

hisoblansin. )
N B. —t—_-’— C. To'g'rijavob yo'q. D. %e'“az.

2 -
4. Q;yidugi tasdiglarning gaysi biri to'g‘ri: {g(,)’,e T} va
fn(n).re T tasodifiy jarayonlar stoxastik ekvivalent deyiladi?
A. agar barcha e Q.7e T lar uchun §(7,0)=n(t,w) bo‘lsa;
B. agar Ve Tuchun P(E(#)=n(1))=1 bo'lsa;
C. agar Vie T uchun P(&(1)=n(1))=1 bo'lsa;
D. agar deyarli barcha re T uchun Voe Q; 5(’~w)=n(l‘m)

bo‘lsa.
5.4w(r).0 =0f — Viner jarayoni bo‘lsa, w(2)~w(1)ning tagsi-

motini topimg.

N(0,7) B. N{ 2)
Ti(1) D. Javoblar ichics tog‘risi yo'q.
6. .70} — a parametrli Puasson jarayoni bo‘lsa, P(5(1)=2)

hisoblansin.

s ,. Bisetnk il .—7;' D. To‘g'ri juvob yo'q.
7. Quyidagi tasdiglarning quy;i biri to*g‘ri? {&().te T} va
{(1).0c T} tasodifiy jarayonlar stoxastik ekvivalent deyiladi, agar:
A. Yte T lar uchun P(&(2)#n(r))=1 bo‘lsa;
B. deyarli barcha e 7 lar uchun Ve Q; &(r.0)=n(1,0) bo'lsa;
C. agarVre Tuchun P(&, =n,)=1bo‘lsa;
D. barcha me Q,re T lar uchun &, (0)=n, ((n) bo‘lsa.
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8. Noto*g'ri tasdigni toping:{ w(7).7 = 0} Viner jarayoni.

Aw(t)=w(s)e N(0,r-s);

B. w(r) — bog‘ligsiz orttirmali jarayon;

C. w(t) — statsionar jarayon;

D. w(f) — Gauss jarayoni.

9, {X",n=0,1,2,...} ~ butun j=0.1,2.... giymatlami gabul qi-
luvehi Markov zanjiri bo‘lsa, u holda X, — boshlang‘ich tagsimot
deyiladi, ...

A.agar P(X,= j)=p)=0 bo'lib, 3’ p] =1 bo‘lsa;

B. agar P(X, = j)=p} >0 bo'lib, Y p} =1 bo'lsa;

C. P(X,=0)=1 bo'lsa;

D. To'g'ri javob yo‘q.

10. Zarracha [0,3] oraligning butun nuqtalarida tasodifiy sim-
metrik daydiyotgan bo‘lsin, bunda 0 va 3 nuqtalar yutib qoluvchi
holatlar bo‘lsa, bunga mos kelgan Markov zanjirining o‘tish
matritsasini yozing.

0 aliaso ,'] YR s P
1 1
- A 0 A 0 o /1/, 0 % 0
0 % 0 % 0 Y o JA
| (=] 0 ()J | 0 0 0
e e b o et By R P R 3
VAR 0 A e Mt | ol 1)
C.liz /2 D. / /
0 y2 0 y2 0 % 0 yf
i 0issli 240: 5 Ll 15 J TN R B

l].{w(l),le} ~ Viner jarayoni. w(2)-—w(1)ning tagsimotini
toping.
A. A'(Z)—N(l) B. I1(3) C. I1(2) D. I1(2)-T11(1).
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12. {E(0)1 2 0}—a parametrli Puasson

% : ;
pEM)=1) hisoblansin. SRRl abetlss,

~1
e

—~a 1 a0
A—_)‘ B. ae C'Ee a D. ez o
3.4&(1).1€ T} jarayonning trayektoriyasi deb ...
A E(t,) msodmv miqdorga aytiladi;
B. £(7).te T funksiyaning grafigiga aytiladi;

C. £(r.o,) funksiyaga aytiladi, bu yerda ,e © fiksirlangan

elemcmar hodisa;
£ (r.0) tasodifty funksiyaning biror giymatiga aytiladi

14 Ql])ldd}:lldldan to*g'ri tasdiqni tOpan :

A. Puasson jarayoni bo“ llqsv orttirmali jarayon;

B. Puasson jarayoni Gauss jarayoni;

(. Puasson jarayoni statsionar jarayon emass:

D. Puasson jarayonining trayektoriyalari uzluksiz.

15.{ X,.n=0,12...4 — butun j=0,1.2,.. qiymatlarni qabul
giluy chi tasodifiy migdorlar ketma-ketligi Markov zanjirini tashkil
giladi, agar:

~a

> X, - X, > munosabat o‘rinli bo'lsa;
3. PN, = /XN, =) shartli ehtimol » ga bog‘liq bo*Imasa;
C. P(X, =Jj1Xg=ky» Xy =k Al SlEe SR =
PlX. = jil X =4);

D. Javoblar ichida to*g‘risi yo'q.

16. Zarracha [U._il oraligning butun nuqtalarida tasodifiy sim-
metrik daydiyotgan bo‘lsin, bunda 0 va 3 nuqtalar yutib qoluvchi
holatlar bo‘lsa, bunga mos kelgan Markov zanjirining ahamiyatga
molik holatlarini toping.

A. bunday holatlar yo'q 3. 1 va 2-holatlar

(', hamma holatlar D. 0 va 3-holatlar.

]7 Oanday zanjirga yoyilmaydigan Markov zanjiri deyiladi?

_hamma holatlari ahamiyatga molik bolgan Markoy zanjiriga;

3. bunday Markov zanjiri bo‘Imaydi;

" holatlari fagat bitta ahamiyatga molik bo‘lgan holatlar sinfini
muhl‘;l qilgan Markov /.ll]»]lll}A_‘d.

D. to‘g‘ri javob yo'q.
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18. {w(t),t 20} — Viner jarayoni. p(2,3;x,y) - ikki o‘lchovli
tagsimot zichligi topilsin.

i f 3x* -ny-i-yz 1 [ ¥=2xp+)*
A. exXp4 — B: exps — e
¥ P e |

C.—\é—;exp{ ~(y- x)z /8} D. to‘g'ri javob yo'q.

19. {£(1).te T} jarayon bog‘ligsiz orttirmali jarayon deyiladi,
agar:

A. ty <t <t ;te T uchun & (1 )-£ (1, ).£ (1, )—£ (1) tasodifiy
miqdorlar bog‘ligsiz bo‘lsa;

B. uning kesishmaydigan kesmalardan iborat bo‘lgan orttirma-
lari o‘zaro bog'‘ligsiz bo*lsa;

C. {&(1).te T tasodifiy miqdorlar sinfi bog*ligsiz bo*lsa;

D. to‘g‘ri javob yo'q.

20. Zarracha [0,4] oraligning butun nuqtalarida tasodifiy sim-

metrik daydiyotgan bo‘lsin, bunda 0 va 4 nugtalar yutib goluvehi
holatlar bo‘lsa, bunga mos kelgan Markov zanjirining o‘tish
matritsasini yozing.

(¥ 0y 0 017 i e |
0 Y% 0 Y% of g0y .0
Alo o % 0 % B. % 0 % 0 ()}
R e TR oty e ) e
s 1 0 0 M0 M
1 D0 0:] 60 el o004
) A e AR St W0y 0 ul
ol ] o i el ¢ A0 0" 0 1
0.2 05 0% 05K 0 % 0 % 0
0o 0 0 0 1l 0 0 0 1 o0
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21. {w(1).1 >0} — Viner jarayoni. w(3)—w(2) ning tagsimotini
toping. i

A.N(0,1) B. N(01) C.N(2)-N(1) D.II(3).

22. Zarracha [0.4] oraligning butun nuqtalarida tasodifiy sim-
metrik daydiyotgan bo‘lsin, bunda 0 va 4 nugtalar yutib goluvchi
holatlar bo‘lsa, bunga mos kelgan Markov zanjirining ahamiyatga
molik bo*Imagan holatlarini toping.

Al 24 Bl 23 SE ) D.2,3,4.

23.{X,.n= 0,1,2....} — Markov zanjiri bir jinsli deyiladi, agar:

A. P.(n)=P,(n-1) bo'lsa;

B. P(X,= /X, =i) shartli ehtimol » ga bog‘liq bo‘lmasa;

ClXan= 0.1.2....} ketma-ketlik bir xil tagsimlangan bo‘lsa;

D. javoblar ichida to*g'risi yo‘q.

24. | 5(1).0 20 —a parametrli  Puasson jarayoni bo‘lsin.
P(£(2)=0) hisoblansin
I Pl
sy s
2 2 2
25. 1 2().0e T} va {n(t)ae T} tasodifiy jarayonlar stoxastik

e

A e B3, -

ekvivalent bo‘lsa, u holda:

A. ularning chekli o*lchovli tagsimotlari bir xil bo‘ladi va
aksincha

B. ularning trayektoriyalari ham bir xil;

¢ ularning chekli o*lchovli tagsimotlari bir xil bo*ladi, teskarisi
o'rinli emas;

. yuqoridagi mulohazalar ichida to‘g‘risi yo*q.
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VII BOB. STATISTIK MASALANING QO‘YILISHI

1-§. Tanlanma tushunchasi. Tanlanma fazo

Statistik izlanish asosida kuzatilmalar, ya’'ni statistik tajriba
natijalari — sonli ma’lumotlar yotadi. Faraz gilaylik, biror tasodifiy
tajribani kuzatish natijasida x,....,x, sonlar olingan bo‘lib, ularni
bog‘lig bo‘lmagan va bir xil tagsimlangan X,,....X, tasodifiy

miqdorlarning qgiymatlari deb garaylik. U holda x'") =(x,.....x,)
vektor X' =(X,,...,X,) tasodifiy vektorning qiymati bo‘ladi.
Matematik statistikada X,.... X,
bo‘lgan fakroriy tanlanma yoki shunchaki tanlanma deb ataladi.
Bunda X' vektor tanlanma yoki kuzatilayotgan tasodifiy vektor deb
ham ataladi. O‘z navbatida esa X tasodifiy vektorlarni bircr £ taso-
difty miqdorning har bir tajribadagi amaliy aiymati deb ham qaray-
miz. Demak, kuzatilma deb giymatlari biror (7t 22 )o‘Ichovli fazoda

bo‘lgan &£ =X,
aytganda, biror (£,.7,P) ehtimollar fazosi mavjud bo‘lib,
£:(Q,.0) (247, 24) -0 Ichovli akslantirishdir. Bu yerda () - clementar
hodisalar fazosi, .« — hodisalar o -algebrasi va P — ehtimollik. &
tasodifiy miqdorning asosiy xarakteristikasi — uning 77 da anig-
langan quyidagi tagsimotidir: P(B)= P({e B), Be 777 . Matematik
statistikada P tagsimot noma’lum bo‘lib, u biror ma’lum { Fj sinf
(oila)ga tegishli deb hisoblanadi. Bu yerda (€),.»,P) uchlik yor-
damchi rol o‘ynaydi va uni ko‘p usullar bilan tuzish mumkin. Masa-
lan, Q=4 , o =24", P(B)=P(B) va & w)=w desak, £ tasodifiy
migdor (4,27, P™) da aniglangan bo*ladi. Demak, X" tanlanmani
(2", 27 ™ Py tanlanma fazodagi elementar hodisa deb garash
mumkin. Bu yerda =@ x..x 4, 22" to‘plam " dagi
to‘plamlarning Borel o-algebrasi, P esa X" ning B=B,»...» B, da
aniglangan tagsimoti va Be 74 . Qulaylik uchun keyinchalik P'"’
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tagsimotning yuqori indeksini tushirib goldiramiz. Yuqoridagidan
kelib chiggan holda quyidagi tenglikni yoza olamiz:

n
plx™e B)= P(X] € B, Xe Bn)=HP(X,»G B).
=1
Yugorida aytilganlarni cheksiz hajmdagi tanlanma uchun ham
o‘rinli ekanligini  ta'kidlab  o‘tamiz. Bu holda X i
X=(X,.Xo, .yning /" dagi proyeksiyasi deb tushunamiz va
) ga mos tagsimotning mavjudligi esa Kolmogorovning moslangan
mqsﬂumlur haqidagi teoremasidan kelib chigadi.
Biz yuqorida keltirgan tushunchalar ¢ - tasodifiy vektor bo‘l-
oanida ham o‘z kuchini saglaydi. Demak. agar ¢ — tasodifiy vektor
bo‘lsa, u holda 27 =R"™, m> 1.

2-§. Empirik tagsimot. Glivenko-Kantelli teoremasi

Ma tumki, ixtiyoriy ¢ tasodifiy miqdorning tagsimot funksiyasi
F(x)= P({<x).xe R orqali aniglanadi. Har bir x da  noma’lum
bo*lganligi sababli hodisalar chtimollari turg‘unligi xossasiga asos-
Y tanlanma orqali uning

! 1

Jangan holda {& < x{ hodisa ehtimolini

nishiv sanog'i bo'lgan /7 (x) — empirik tagsimot bilan yaqinlashtirish
mumkin. Fmpirik tagsimot funksiyani indikatorlar yordamida quyi-
dagicha aniqlaymiz:

Foitx)= s !—Zl(.\" <) e B
n

n i
bu yerda /(4) orgali A4 hodisa indikatori belgilangan. Demak, v,(x)
sanog ¢ dan katta bo'lmagan X, lar sonini bildiradi. F.(x) funksiya

Y, Ao A, giymatlarini — chtimol bilan (agar X; lardan biror & tasi
n

ustma-ust tushsa. u holda bu qiymatni X ehtimol bilan) gabul giluvchi
n

diskret tasodifiy migdorning tagsimot funksiyasidir. Har bir fiksir-
langan v nuqtada 77, (x) bir xil binomial tagsimotga ega bo‘lgan taso-
difiy migdorlarning o‘rta arifmetik giymatidan iborat bo‘lganligi
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uchun uning matematik kutilmasi va dispersiyasi quyidagicha aniq-
lanishini ko‘rish giyin emas:

M;‘,.(n:%iMI(X, =), a)

! =]

DF,(x)=-=3 DI(X, s)c):];F(x)(l-—F(x)). @)
n- =1

Demak, (2) ga asosan Chebishev tengsizligiga ko‘ra, har bir x da
f',,(x) tasodifiy miqgdor ketma-ketligi sifatida F(x) ga ehtimol
bo‘yicha yaqinlashar ekan:
Ve >0 uchun P(an(x)-F(x)iza)—)O. (3)
Agar Borelning kuchaytirilgan katta sonlar qonuniga asos-
lansak, quyidagi kuchli da’voga ega bo‘lamiz.
1-teorema. Tanlanma hajmi » — « da

b eht

Fn(x) = F(x). (4)

Bu yerda bir ehtimol bilan yaginlashish ( 2., 27 '), P) uchlikdagi
P=I"" tagsimotga nisbatan tushuniladi.

Isboti. Empirik tagsimot funksiya aniglashishiga ko‘ra.

-~ n >
Fu(x)= ’]—’ZI(X, <x),xeR ga teng. n=k” deb olsak,
i=]

B i
Fg (x):k—'.,Zl(X, < x) bo'ladi. Empirik tagsimotning (1) va (2)
=]
xossalariga ko'‘ra:
MF(x)= F(x).
Pl Fe (x)= E(2)[2e )5 ——F (x)(1- F(x))S ——: (5)
ke 4k7e
e
L
k=1 k"
Bu yerda k=k(n) va n—>= da k—>o. (5) dan Borel-Kantelli

1eht

lemmasiga  asosan FL:(,\') - F(x). Yk, k=k(n) uchun:
K sn<(k+17 =k*+2k+1, 0< n—k* < 2k bo'ladi.
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[Fa(x)- Fi (A)l“(———)z x)*"% i I(X; <x)|<

—i® 2 a2 (s
n—k /‘_2+I7k (nk) 4k 4

”k2 in n n k-

Demak,
|Fu(x)=F(x)|<| Fu(x)= Fg (x)|+]| F (x)= F(x)|<
~ 1 chi
S%+|FA3 ()= Fiz)| 20,

(4) yaginlashish har bir x nuqtada o‘rinlidir. Ammo F,(x)
tagsimot uchun yuqoridagi teoremadan ham kuchli bo‘lgan da’vo,
ya'ni (4) yaqinlashish aslida barcha xe R uchun tekis bajarilishi
hagidagi quyidagi Glivenko-Kantelli teoremasi o‘rinlidir.

2-teorema (Glivenko—Kantelli). Bir ehtimol bilan

sup 1?,1(.\')—17('\') el

Isboti. = m‘qaii x larning shunday eng kichik giymatini bel-
gilaymizki, F(x—0)<-=< F(x) tengsizlik o'rinli bo‘lsin. Quyidagi
hodisalarni kiritamiz:

Cpu ={ Fa(2j0) > F (3, \} i ={F (2,0 +0) > F(z,, +0),

I-teoremaga asosan P(C;, )=P(C;, )=1. Agar C, =C; NC; desak, u

im i

holda €, m( s '( sup [",, (=
el

1= /=m

o E0)=F (2, +°)‘,,:’,,°}’ Mt

F(x+0)=F(x), Fa(x+0) F(x). Endi ikkilanganlik prinsipiga
asoslansak,

m n

P(Cn)=P(JCm) <Y P(Cin)=0.
=1 J=1

Bu verdan P(C,)=1. Xuddi shu usul bilan C= mCm hodisa uchun
' tise)
P(Cy=1 ekanini ko‘rsatish mumkin. Endi xe (z ] nugtalar uchun

Jm> el
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Flz Y s Flah= F(zﬁ,m), f’(:) <F.(x) < F,,(z#,.m)

: 1
va har bir z;,<z;- 1, uchun 0< F(sz,_m ) - F(z,.,,, ) < —. Demak,
n

;:”(X) i F(x) < ;:"(zj*l,m) = F(z/‘l+0) S;-”(Z/‘I-'")_ F(:/J") +i

m
va ;‘,,(x)—F(x)ZE',,(zjm)-—F(:Mlm)z;‘..(:,,,,)—F(:I",)—%.
Bu yerdan ixtiyoriy m uchun

= = = 1
_§3££1F,,(x)-r(x)]s sup Falzpt 0) = F(z,, % u)’+§
ekani kelib chigadi. Demak,
P( sup |Fa(x)= Fo| — o)z PC)=1.

Empirik tagsimot funksiyani X' tanlanma elementiari tartib-
lansa, hisoblash uchun qulay ko‘rinishda ifodalash mumkin. Buning
uchun tanlanmaning X,.X,.....X, elementlarini o‘sish tartibida joy-
lashtiramiz va qaytadan ragamlab chigamiz, natijada biz quyidagi
variatsion qator deb ataluvchi to‘plamga ega bo‘lamiz:

Aﬂl,ﬁ )Q:‘S..ﬁi )ﬂh'. (6)
buyerda X, = min{X,...X, |,
Xiy= max{min{/\’,,....X‘ e =L,
. f
X p=momax i X,,... X, |.

(6) variatsion qatorni X7, elementi i-tartiblangan statistika (yoki
varianta) deyiladi. Bunday gatorni amalda olingan x"" =(x,...., X, )
tanlanma elementlari uchun ham yozish mumbkin:

XS X5 S8 X, . (6')

Endi (6) to‘plam yordamida F(x) ni boshga ko‘rinishda yoza
olamiz:

‘{"l\]‘

(1=
I:‘,.(x):-{%. e s x, i k= 1n~],
il, o T
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Demak. F.(x) grafigi zina shaklida siniq chiziglardan iborat
botlib, har bir x¢; nuqtada uning sakrash kattaligi : ga teng ekan.
n

Tanlanma hajmi ortib borishi bilan empirik tagsimot funksiya-
ning nazariy tagsimot funksiya F(x)ga yaqinlashishi grafiklarini
qouslmnshdagl ko‘rinishi quyidagi rasmda keltirilgan.

n=25
10 L o
= St 08 o
- ; 06 f
o B, ol £
ST oal £
32 [ 7
R R j
- F 10 15 20 o 5 10 15 20
n =50 =i
— 10 —
1.0 * T R
08 -

16 ‘:7 ED {
oxtf

TR o 3 i 1 2

& e 10
1.6 1 9

1.6 b8

02

n = 1000 1 =2500




3-§. Tanlanma xarakteristikalar

X' tanlanmaning turli o‘Ichovli funksiyalari, xususan, empirik
tagsimotga bog‘lig bo‘lgan o‘lchovli funksionallar odatda tanlanma
xarakteristikalari deyiladi. Ular orasida keng qo‘llaniladiganlari
tanlanma (empirik) momentlardir.

k -tartibli boshlang‘ich tanlanma moment deb,

Vg i dF,(x)= ;l'-zl: XF qiymatga aytiladi.
k -tartibli markaziy tanlanma moment deb,

e Z Y S
my = [(x=v,, )I' dF, (x)le(X, ~v,;) giymatga aytiladi. v
n =1
va m,, larni maxsus x va §°lar orqali belgilaymiz: ;zv,,, = —]-Z X
24 n =l
2 B -y ; Tikes
S =m, =—Z(X, —x) . Bu momentlar tanlanma o‘rta giymati va
i1
dispersiyasi deb ataladi. Statistik masalalarda turli tanlanma xarak-
teristikalaridan foydalaniladi. Odatda amalda ko‘proq qo‘llaniladigan
xarakteristikalar quyidagilardir:
1) tanlanma qulochi: R= X~ X
qanchalik uzoqlikda joylashganini ko rsatuvchi kattalik;
( n=2m-1;

tanlanmaning son o‘gida

X

““{m)*
2) tanlanma medianasi: Me ="
If("'-/.., o) [0 n=i2n;

variatsion gatorning o‘rta qiymati;
3) p-tartibli tanlanma kvantili: (X, I=[np]+1. Xususan, n

1 )2 : -
toq va p=—bo‘lsa, {2 Me ~ tanlanma medianasi;
4) moda: Mo variatsion gator elementlari orasida eng ko‘p uch-
raydigani.
-~ n
5) k-tartibli absolut moment: d,, = _ﬂx!‘ dF,(x)=L X, i’ :
: nis
k ~tartibli markaziy absolut moment:

n

(5,,1 e -ﬂx—\’ul" dl?n(X): 7’;2 ‘Yl ""uly 4
I

i
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6) variatsiya koeffitsiyenti: V = é 100%, bu yerda S = s .
X
7) asimmetriya: As :"’;’} J
5

8) eksses: E:ﬂ;i-:; :
S

Yuqorida keltirilgan tanlanma momentlar umumlashmalarini
ham ko*rish mumkin. Bulardan biri

;7,,<F“~):h( fgmdﬁ,,<.\->J=h[lig(x,))
iz

funksionali bo‘lib, bunda % va ¢ lar biror o‘lchovli funksiyalar.
Quyida tanlanma xarakteristikalarning yaqinlashishi to*g‘risidagi
teoremani keltiramiz. """’ tanlanma tagsimot funksiyasi F(x) bo‘lgan
tagsimotdan olingan bo'lsin.
3.1-teorema. ;;,t(l?,.v) uchun 7 —» = da quyidagi munosabat
o'rinli
-~ -~ 1 cht
u, (F,) — u(F).
Bu yerda g (F) mavjud va % funksiya MX, nuqtada uzluksiz deb
hisoblanadi.
Ishoti. HF)= 11( _| )wll"(.\-)) bo‘lsin, u holda

S(Fa) f;:( A Fu(x) = ‘-Sg( X, ) — boy ligsiz tasodifiy migdorlar
. nio
yigtindisi va uning matematik kutilmasi Mg(X,)= J-g(.\‘)dF(.\‘) ga

I ehit
teng. Kuchaytinlgan katta sonlar qonuniga asosan S( )= Mg(X)).

Agar A :\""':‘S'(I"',.)—n\{q(.\})} bo‘lsa, P(A)=1 va X"'e 4 da

S(Fu)—> Mg(X,), /1(.8‘(i’,,))-—>/7( Mg(X,)). Demak, A to‘plamda

w,(F)=>u(F).
Bu teoremadan tanlanma momentlari # —» « da 1 ehtimol bilan
mos nazariy momentlariga yaginlashishi kelib chigadi:
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1 1 el 1 & oy Leht.

Vg =;z_;x,* - MX[; m, =;§(x, -X) - M(x, -mx,)
e leht. g —l n .2 leht.

Xususan, x=—3 X, = MX,; § ==>(x,-%) - Dx,.

i=1
VII BOBGA DOIR MASALALAR

1. Tavakkaliga tanlangan 30 ta talabalarning bo‘y uzunliklari-
dan iborat quyidagi tanlanma berilgan:

178 =160 LA RSENE] 55w #153. 1167 . 186. 155 163
SIS G ORERIND 13 18277167 169" 171
15795 8165 SR OpRRITORN SRR 7] =] 75 1737172 164

Ushbu tanlanma uchun interval variatsion gator tuzing.
2. Chastotali tagsimoti berilgan tanlanmaning empirik tagsimot
funksiyasini toping:
a)
X, 1S5ledes el e84 19
1 4 5 4 2

n
b)
X 2 3 4

i

5 -
n 1 3 4 6

i

3. Quyidagi tanlanma uchun:
X, o TEprepsd 5“""(;[7'[x

i

n | 8]14]20]25]|30]/24]16]12

nisbiy chastotali gistogramma yasang.
4. Quyidagi tanlanma uchun:
i o s b i

1
n, 2 4 5 6 5
poligon yasang.
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5. Quyidagi tanlanmaning o‘rta qiymati va dispersiyasini hisob-

lang:
Interval | 34-36 | 36-38 | 38-40 | 40-42 | 42-44 | 44-46
chegarasi
. 2 3 30 40 20 5

6. Agar har bir variantani: a) d songa kattalashtirilsa (yoki
kichiklashtirilsa); b) k marta kattalashtirilsa (yoki kichiklashtirilsa)
tanlanma o°rta qiymati va dispersiyasi ganday o‘zgaradi?

7. Talabalardan 24 savoldan iborat test sinovi o*tkazildi. Ushbu
test natijalariga ko‘ra talabalar quyidagicha taqsimlanishdi:

B 7.
| To'g'ri
| javoblar soni

{

10-12 | 12-14 | 14-16 | 16-18 | 18-20 | 20-22 | 22-24

Talabalar
soni

1
SN
(>}

12 16 10 3

Tanlanma sonli xarakteristikalarini hisoblang.
8. N,...X, tanlanma R[6:0,] tagsimotdan olingan bo‘lsa,

X 'L Y, statistika uchun M. Dx lami hisoblang,

9. X,,....X, tanlanma N ((9,.()“1) tagsimotdan olingan bo‘lsa,
Y= ¥ statistika uchun Mx, Dx larni hisoblang.
n-
10. X,....\, tanlanma R[0:0,] tagsimotdan olingan bo‘lsa,
Y, = min{X,,.,X,} statistika uchun MX,, DX larni hisoblang,
11. X,...\, tanlanma R[0,:0,] tagsimotdan olingan bo‘lsa,

DX
12. X,,..., X, tanlanma N(()‘,()_;’) tagsimotdan olingan bo‘lsa,

Y, =max{X,,..X,} statistika uchun MX larni hisoblang.

(n)? ()

S '§"( i T) 5 —lji(’\ ~x) statistikalar uchun MS?,
u’*‘] R |

M S~ larni hisoblang.
261



VIII BOB. NOMA’LUM PARAMETRLARNI
BAHOLASH

1-§. Statistik model. Statistika

Ma’lumki, X tanlanma (70", ) o‘lchovli fazoni
vyaratadi. (/4 ", 27 ) fazoda tagsimotlarning {P} oilasi aniglangan
bo‘lib, har bir fiksirlangan P tagsimotda (.:¢7", 2z ", P) uchlik
tanlanma fazo deb ataladi.

1-ta’rif.( 20 ™, 27 "™, {P}) uchlik statistik model deb ataladi.

Agar [P} oila parametrlashtirilgan. ya’'ni biror noma’lum
vektor yoki skalyar parametr € anigligida {P,, 0Oc ©} ko‘rinishda
berilgan bo‘lsa, u holda (27", 7 " 1P, e® 1) uchlik parametrik
statistik model deb ataladi.

Umuman, parametrni mos ravishda tanlash yordamida tagsi-
motlarning {P} oilasini har doim parametrlashtirish mumkin. Shu
sababli, biz asosan parametrik statistik modellarni ko‘ramiz.

(27" 2z ™ Py, G ©}) modelni ko‘raylik. Agar barcha 0c ©
pdmmurlar uchun Py o°lchovlar g o*lchovga nisbatan absolut uzluksiz
bo‘lsa, ya'ni u(B)=0 ekanidan Py(B)-0. 0= ® ckanligi kelib chigsa,
7 da aniglangan o-chekli # o‘lchov tagsimotlarning |{P. 0= ©}
oilasini dominirlaydi deyiladi. Bu holda Radon-Nikodim teoremasiga

ko‘ra p ga nisbatan f(x, ())- T (r) tagsimot zichliklari mavjud va
dau

barcha Be 7 lar uchun

B(B)= j 1 (x,0)puldx).
B

Biz u o‘lchoy sifatida yoki Lebeg o‘lchovini (absolut uzluksiz
tagsimotlar uchun) yoki sanoqli o*lchovni (diskret tagsimotlar uchun)
ishlatamiz. Bunday xossaga ega bo‘lgan P va ¢ o‘Ichovlar uchun hiz
{Py, O @} < p belgini ishlatamiz, {Py , O O} oila uchun dominant
o'lchovlarni ko*p usullar bilan tanlash mumkin. Masalan, agar y, va

262



_

shunday o‘lchovlar bo‘lsa, u holda mos f(x,0) va
X, h
bog* hq bo Imagan ko* pdytmagagma farq qiladi: e e

_7_———( x X0

Tt G ) )d(#.ﬂl (x).
Statistik izlanishlar uchun bunday o‘lchovlard i

tanlash ahamiyatga ega emas. e gty

{P.0e ®}<< #t bo'lsin. U holda (2™, 22 ®)da aniglangan
= P' 1.0 ©) o'lchovlar oilasi =7 " dagi x4 =pux---xu o‘lchovga
1.1sba.tan a.bsol'ut u7lu}\q12 bo*lib. uning ehtimollik zichlik funksiyalari
oilasi quyldamcha aniqlanadi:

doe NUIN

W( =/, (x":0)= H/(X 0); (" 0)e %@ (1)
Bizga ihtiyoriy (/7 , //\n lchovh fazo berilgan bo‘lsin.
2-Tawif. (0 "2 " {P}) statistik modeldagi ihtiyoriy

70 o "= (o . 77) ofichovli akslantirish statistika deyiladi.
Demak, tanlanmaning ihtiyoriy o‘lchovli T=T(X™) funksiyasi

statistika  bo‘lar ekan. O‘z navbatida T statistika (77,77 ,{0}) -

statistik modelni yaratadi. Bu yerda O(A)= P(T"'(A)) — T-statistika

yaratgan tagsimot, Ae 7/ Masalan, variatsion qator
o X, ) statistika bo*ladi.
aTarrif. (0" WPy, 6O }),0c R eksponensial
statistii.  model deb ataladi, agar f(x,0), 6=(6,,-,0,)zchlik
funksiyasi ko rinishi nmumiy o' lechov ¢ uchun quyidagicha bo‘lsa:
f(x.0) hmuMZ A (0)1,(x) + B(())¥ 2)

(1) va (2) tengliklardan ko*rinadiki, ,\""’ tanlamaga mos kelgan zichlik
funksiyva ham eksponensial oilani tashkil etadi:

7 nY:0) /z“(\"”')cxp'\ZA,(0)T,(x“")+nB(9)}, (3)

Li=1
bu yerda h, (x'")=T]h(x); T, (x'") =3 t(x;). (3) model uchun
i=] j=l
T=(T;.....T,) statistikaga misol bo‘la oladi.
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Misollar.

1. 4 W=R" 25 ™ esa R™ dagi Borel to‘plamlari c-algebrasi
va P=Py tagsimot quyidagi n o‘lchovli F(x;),....F(x,) tagsimot funk-
siyasi bilan aniglanadi. Agar biz bir o‘ichovli F' tagsimot funksiya-
sidan uzluksizlik, simmetriklik, ... kabi biror xossalarni talab qilsak,
{Pr} sinf tagsimotlarning parametrlashtirilmagan (yoki noparamet-
rik) oilasini hosil giladi. Demak, (R, 7 ", {P;}) statistik model
bo‘ladi.

2. {Py .0 ©} oila zichlik funksiyasi « — siljish va o — masshtab
parametrlari bilan berilgan bo‘lsin:

f(x;G):ip(l_—(i). O=(a,0)c 0.
o \ g

Bu yerda p(x) berilgan zichlik funksiya, ¢ >0, —~z<x<wx,
®e Rx(0,2). Bunday tagsimotlarga N(x,o”)-normal tagsimotlar
oilasi misol bo‘la oladi. Bu oilaning /- “’=R" dagi zichlik funksiyasi
ko‘rinishi:

i 2 7/
20" =t O =1

" n 2 |
,/;,(x“”;a):\/_ exp]——l—sz Py y ~ X ying ;, (4)
20” J

Demak, (3) ga asosan normal tagsimotlar oilasi cksponensial
oilaga misol bo‘lar ekan.
3. I-misoldagi {F, | tagsimotlar oilasi absolyut uzluksiz bo‘lib,
f=F - zichlik funksiyasi bo‘lsin. T(X")=( X, ...., X
variatsion qatordan iborat bo‘lsin. U holda 7" statistika yaratgan {Q}
tagsimotlar oilasi quyidagi zichlik funksiyasi bilan beriladi:
(n! St 8.8,
g(r")=1 ,n| (5)
l10. aks holda.

) statistika

iny

2-§. Statistik baholash masalasining qo‘yilishi.
Talofat va risk funksiyasi
( 27" g '").{ E,("’ B¢ G‘)}) statistik model vi
P(0):(O,B] (M, N) o'lchovli funksiya bo‘lsin. Noma'lum para-
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AAn)

metr @mi X= (X,,....X,) tanlanma bo‘yicha baholash masalasini
Ko‘ramiz. @(0) uchun baho sifatida giymatlari to‘plami (A2, A")
bo‘lgan tanlanmaning ixtiyoriy funksiyasi 7(X") ni olish mumkin.
i x N to'plamda aniqlangan W (u,v) — musbat va haqiqiy qiymat-
abul giluvchi funksiya bo*lsin.

»(0)ning o‘rniga uning bahosi 7(X")dan foydalanganda
ma'lum yo‘qotish (talofat)ga yo'l qo‘yamiz. Bunday yo‘qotish
w(r(X"™).0)ni talofat Sfunksiyasi deyiladi. Talofat funksiyasini turli
ko‘rinishiarda berish mumkin. Quyida ularning ayrim Kko‘rinishlari
keltirilgan:

w(T(X'"),0) :(T(.\"”’)—()): — kvadratik talofat;

larni g

w(T(X").0)= !T(‘\"'” )— 6| — absolyut talofat;

WrX").0)=|r(x ™ -0|" - L, talofat;

agar 0=T(X") bo'lsa, W(T(X"),0)=0, yoki agar
0 T(X" ) bo'lsa. W(T'(X"),0)=1 - nol-bir talofat;

w(r(x'").0) /( !'I'( X"y — (¥|\ v) — katta tarqoglik talofati;

Al )_/'(,\';())cl.\' — Kulbak-Leybler ta-

W(T(X'").0) [ln( S
i e

lofati

Yuqorida keltirilzan talofatlar funksiyalari orasida kvadratik
talofat funksiyasi ko‘p qo‘laniladi.

Statistik baholash nazariyasida quyidagi xossalarni ganoatlan-
tiruvehi talofat funksiyalaridan foydalaniladi:

1) Wiu,v)=w(u-v);

2) win) funksiya R da aniglangan va manfiy emas, bu yerda s —
paramett ik to‘plam o*lchami;

1) w funksiya simmetiik: w(-u)=w(u);

4) barcha ¢ > Ouchun{ «: w(u) < c} to‘plam gavariq.

Bunday w(u) funksiya ham talofat funksiyasi deyiladi.
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Talofat funksiyasi W(T(X""),0) ning matematik kutilmasi
R, (T.0)=M,(W(T(X").0)) (1)
risk (tavakkallik) funksiyasi deyiladi.
Risk funksiyasi yordamida @(f) uchun baholarni tartiblash
mumkin: agar Y6e ® uchun Ry, (7;.0)< Ry, (T, .0) bo'lsa, 7, baho
T, ga nisbatan afzalroq bo‘ladi.

3-§. Yetarli statistikalar

(5™ 3™ (P, B @ }) ~ statistik model va " ™ dagi P,
tagsimot yordamida tuzilgan F, { X'"'e B/T(X'")} shartli tagsi-
mot bo‘lsin, Be 77 " ,

4-ta’rif. Agar P,(X'" e B/T) shartli tagsimotning 0 ga
bo‘g‘lig bo‘lmagan varianti mavjud bo‘lsa, u holda 7T(X") statistika
{Pﬂ,f)e @} oila (yoki 0 parametr) uchun yetarli statistika deyiladi.

Demak, T yetarli statistika bo‘lsa, 7=t sirtda aniglangan shartli
tagsimot @ ga bog‘lig bo‘lmas ekan. Bu esa 0‘z navbatida 0 parametr
hagidagi barcha ma’lumot 7 statistika giymatida ekanini anglatadi
Amalda, agar biz noma’lum F, tagsimot hagida biror xulosa gil-
mogchi bo‘lsak, buning uchun katta hajmdagi X tanlanma o‘rniga
yetarli statistikani qo‘llashimiz mumkin. Tabiiyki, yetarl statistika
oflchami tanlanma o‘lchami n ga nisbatan kichik bo‘lishi zarur. Biz
yuqorida yetarli statistika uchun keltirilgan ta'rif parametrlash-
tirilmagan tagsimotlar oilasi uchun ham o'z kuchini saqglaydi.

Misollar.

L. 1-§ ning 3-misolidagi variatsion qator yetarli statistika bo'-
ladi. Hagigatan,

An)

1
‘ — agarx

(n)

nuqgta "' =(1,,...,1, )ning

FOEUT ) Yy=4) :’{ biror o‘rin almashtirishidan iborat bo*lsa:
'0. aks holda,

Ya’'ni tenglikning o‘ng tomoni f ga bog'lig emas. Demak,
T=(X ... X,,, ) yetarli statistika bo*ladi.
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2. X" tanlanma @ parametrli Puasson ta

gsimotidan olingan
bo‘lsin. U holda@ e © = (0.2c) uchun

; ‘(”,.9 = 1 eizz:',\v,' " 1
.In(’\ 2 )_elﬂ HF’ (2)
=1 it
bu yerda x;= 0.1...; i=l...,n. Puasson tagsimoti ushun Tzz":X,

i=1

vetarli statistika ekanini ko'rsatamiz. Buning uchun X vektorning
i\ =¢ sirtdagi tagsimoti @ ga bog'liq emasligini ko‘rsatamiz.

=1 -~ et r
Quyidagi shartli ehtimolni hisoblaymiz:

p(xm=

‘l._ f”l ('\411 ) :.\_ln) .T(.\" ) )=’) & E) (Ar(")=x(")) i
By (T(X'™)=r) By (T(X'")=r)

/ 7.‘,AHH Y=t )

[’ ™My

= " "
=) | plt
1! ) § 01_1; Z'\'_I"
=1 =) =
7
l' 0. le 2
{ i

n
Oxirgi ifoda @ ga bog‘liq emas. Demak, T=3"X, statistika 0
=1
uchun yetarli statistika ekan.

Yetarli statistikasining mavjudligini Neyman-Fisherning quyi-
dagi faktorlashtivish  teoremasi yordamida osongina tekshirish
mumkin.{ P,,0e O } <y bo'lsin,

f-teorema. 7 statistika 0 parametr uchun yetarli statistika bo*-
lishi uchun 7, (x'"":0) zichlik funksiyasining x4 o‘lchovga nisba-
fan deyarli hamma yerda quyidagicha ifodalanishi zarur va yetarlidir:

£.(x™:0) =, (T(x":0))h, (=) @)
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Bu yerda ¥, >0, h, >0 funksiyalar mos ravishda % va 25" da @/

va 2 " -0‘Ichovli va fagat o'z argumentlariga bog'liq funksiyalardir.
Ishoti. Biz fagat diskret va absolut uzluksiz hollarni ko‘ramiz.

Diskret holda 47 “-sanogli (" -sanovchi o*lchov) va f, (x\");0) =
=P, (X" = x'")). Biror T-statistika uchun E;(T(X"'}) = T(f\'("}))> 0
bo‘lib, (2) tenglik o‘rinli bo‘lsin. U holda | X =x" T(X")=T(x"’ )} =

={ X — i) } ckanini ¢’tiborga olsak,

a(x=sy | Al
] T(x(n)):T(x(ll})) EJ(T(X‘"))‘:T(X("'))

T 5 (20) G e E5A)
™ fu (™ 8) > By (54"))
{ymipm =T ()} {'\¢,.;,T,_::.r, J=T (") ,}

Oxirgi ifoda @ ga bog‘liq emas. Demak, 7' — yetarli statistika
bo‘ladi. Aksincha, 7'~ yetarli statistika bo‘lsin. U holda
[57:8) = B(X, = £, T(X")=T(x")) =

() i sin) An
=&(x ~"A(X"")=7'(x"")}F"’(TM )=T(x")).

Shartli ehtimol @ ga bog‘liq emas. Uni 4, (x'"') orqali va 2- ¢h-
timolni ‘V,,(T(x"” );9) orqali belgilasak, (3) o'rinli bo‘ladi.

Endi absolut uzluksiz bo‘lgan holni garaylik. Bu holda
£,(x.0) funksiya 7" dagi " -Lebeg o'lchoviga nisbatan zich-
lik funksiya bo‘ladi. Faraz gilaylik, 7=(X,,...X,), r<n(r>n
bo‘lgan hol ma’noga ega emas) bo‘lsin. X'"da aniglangan biror
§=(8,,...,5,.,) statistika tanlab (7,..7, , S,,....S,., )-vektor sta-
tistika uchun quyidagi shartlarni bajarilishini talab qgilamiz:

x4 =(x,,...,x“)4—»(7';(,\""))....,7':(.\""’). S ), 8 r'"’))
almashtirish o‘zaro bir giymatli bo‘lib, 7" va S ning birgalikdagi
gz,."y (u.v) zichlik funksiyasi mavjud bo‘lsin. U holda, ma’lumki,
X" va (T,8) ning zichlik funksiyalari uchun
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i«/i‘ /. lRle)= g;‘,s (T(x(n) ). 8 (x" )) ; @
tenglik o‘rintidir. Bu yerda J #0 — almashtirish yakobiani. Endi S ning
T sharti ostida zichlik funksiyasi, mahraji 0 dan farqli deb faraz qilsak,

T.S
G 8 (it
Psﬂr ’ (Vl seees Vi )= 7.8 . : "’ : -vn-r) 3 (5)
Igo (" sl W ""’v;l—r )d"l' "'drlz-r
tenglik bilan aniglanadi. (3) o‘rinli bo‘lsin. U holda (4) va (5) teng-
Jiklardan

‘i’,,(l:())h,,(x“”)ijl hn(x(n))ljl
{9, (:0)hy, (" Widv  [h, (x )lJ|dv' g
Oxirgi ifoda 0 ga bog'liq emas. Demak, S ning va o'z navbatida
¥"ning 7 ga nisbatan shartli tagsimoti 0 ga bog‘liq emas. Bu esa T -
yetarli statistika ckanini anglatadi.

Py ()=

Aksincha, 7 — yetarli statistika bo‘lsa, Py7 6 ga bog'liq bo'l-

maydi. Bu hol
(n B *iA‘ §/T=1 Y ! :
r o) =[BT ) [ ()t

Fndi bu ifodadagi integralni W (7:0) orqali va qolgan kasrni
B (") orqali belgilasak. (2) ifoda hosil bo*ladi.

Misollar.

3 8-bobning 1-8 dagi (3) formuladan ko‘rinadiki, eksponensial
model uchun 7 (7. 7)) statistika yetarli statistika bo‘lar ekan.
Demalk, (3) ifodani ganoatlantiravehi Puasson, Bernulli, normal,
masshtab parametri bilan berilgan ko‘rsatkichli va shu kabi ekspo-
nensial oilalar uchun biz faktorlashtirish teoremasiga asosan yetarli
statistikani osongma aniglashinmz mumkin. Masalan, (4) ga asosan

n n
normal tagsimotning 0=(c,07) parametri uchun T:(ZX, ,ZX,.Z)
=l =l
yektor yetarli statistika bo'lar ekan.
4. (0,.0,)oraliqdagi tekis tagsimot zichlik funksiyasi:
(
1
| ——, 6,<x<0,;
f(x:0)=4%"%
0 ., xs0; x5

(),\<w Fri Ok
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Tanlanma zichlik funksiyasini variatsion gatorning X),..., X,
elementlari va indikator funksiyasi yordamida quydagicha ifodalash
mumkin:

I, (= (0, =05 (8, = Xy S %y S5 )-

Demak, (2) ga asosan f, (£ :0)="Y, (x,,%.,,:0). b, (x'" ) =1
va T=(X(1),X(,,,) vektor 0 = (0,.0,) uchun yetarli statistika bo‘ladi.

5. (5) formuladan ko‘rinadiki, zichlik funksiyaga ega bo‘lgan
ixtiyoriy tagsimot uchun 7, =(X....X ) variatsion qgator yetarh
statistika bo‘lar ekan. Uni odatda trivial yetarli statistika deb ataladi.
Umuman, 7, = xbd tanlamaning o‘zi ham ixtiyoriy tagsimot uchun
trivial yetarli statistika bo‘ladi va shu sababdan 7, va T.lar ckvivalent
bo‘ladi. Shunday tagsimotlar ham borki, ular uchun 7, yoki 7, dan
boshqa yetarli statistika mavjud emas. Masalan, 0 =(a,0?)
parametrli quyidagi Koshi:

fxf)=——L_ |xf<,0c ©=Rx(0,%)
o (x—u i
1+ J
o
tagsimoti uchun (2) tenglik £, (x'":0)="¥ (x'":0), h (x"")=]

bo‘lgan holdagina o‘rinli bo‘ladi. Xususan, agar o =0 va 6 =c” bo‘l-
sa, uholda /(x;0) = /(~x:0) ya’ni tagsimot simmetrik bo‘ladi va (2)

tenglikdan 7 :(X,2 A ) yetarli statistika ekanligi kelib chigadi.
4-§. Mukammal, ozod va minimal vetarli statistikalar

1-ta’rif. (/%) o'lchovli fazoda aniglangan (0, 0= O
tagsimotlar oilasi mukammal deb ataladi, agar ixtiyoriy </ o‘lchovli
@(y) funksiya uchun

()0, (dy)=0.,0¢ 0, (1)

tenglikdan{ 0,| ga nisbatan deyarli hamma yerda o(y)=0 ckanligi
kelib chigsa.
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e () oz .

%—)t.l’rl(f.. (o™ 25 " {Py.0e @) statistik modelda aniglangan,
T, 8 "™ )y—( L) statistika mukammal deb ataladi, agar
uning

0,(4) = B, (x4 o7 (2 =il SH 0
ehtimollar tagsimotlari oilasi mukammal bo‘lsa.

Agar l-ta'rifda ¢ funksiya chegaralangan bo‘lsa. u holda
{0, ,0e @} oila chegaralangan mukammal deb aytiladi.

1-ta’rif (7].....7,) — vektor statistika va 6 =(@,,...,0,) — vektor
parametrlar  uchun  ham o‘rinlidir. Odatda k>s bo‘ladi.
(v )y=(R™. 22" va @: R™ — R -0*Ichovli funksiya bo‘lsin.
Bu holda (1) tenglik vektor ko‘rinishda bo‘ladi.

Ko‘p hollarda ( N g7 “’))dagi {F).0€ ®} oila mukammal
emas, ammo 7 statistika orqali hosil bo‘lgan {QO,GE G)} oila mukam-
mal bo‘ladi.

3-ta’rif. Be o0 to'plam {F).0c ©} oilaga nisbatan ozod
deb aytiladi, agar 7, ( B) tagsimot 0 ga bog'liq bo‘lmasa.

4-ta’rif. Agar '/':( o, “”)—>({//,"//) statistikaning taq-

simoti 0 ga bog‘lig bo*lmasa, ya’ni {.\'(") :'I'(.r("))e A} to‘plam ozod

bo‘lsa, u holda 7:( 7™, ,;“”) > (4 .cu) statistika ozod deb ay-

tiladi.

Demak, ozod statistika noma’lum 6 parametr haqida hech
qanday ma’lumotga ega bo‘lmas ckan. Aksincha, yetarli statistika esa
0 hagida A" da gancha malumot bo‘lsa, o*shancha ma’lumotga ega
bo‘lar ekan.

Misollar.

n
1.0 ©® =(0,1) parametrlik binomial tagsimot uchun 7" = 0.
=]
statistikaning tagsimoti
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[clo'(1-0)™", te Y={0,1,...n},
N=R(T=1)=}""
% ()= (T=1) ﬂ 0. aks holda.

berilgan. (2) ga asosan T yetarli statistika bo*ladi.
¢=p(1) hagiqiy funksiya uchun

5012, (1)=(1-6)' ¢, 0(0)[ 55| =000,

bo‘lsin. Bu tenglamani chap tomonida darajasi n» dan oshmagan
1—60— ning polinomi turibdi. Bu polinom ko‘pi bilan » ta turli nug-
talarda nolga teng bo‘ladi. Ammo bu tenglik barcha f& © lar uchun

o‘rinli bo*lmoqda. Bu esa, o‘z navbatida barcha ¢#=0,1,....nlar uchun

@(r)=0 ekanini ko‘rsatadi. Demak, ’QU (1),0¢ (-)} oilava T = Z,\"
i=l
statistika mukammal bo*lar ekan.

2. (., Qy.0< ®}) modelda 77 ={-1,0,1,2,..}, #/ to'p-
lam 7/ ning to‘plam ostisidan iborat, © =[0,1),7(x)=x va
0,(t)=P,(T =1) tagsimot:

0, (~1)=8, 0,(n)=(1-0)’0" ,n=0,1,2,...

bo‘lsin. Biz T(x) ni chegaralangan mukammal ekanini, ammo mukam-

mal bo‘lmasligini ko‘rsatamiz. Integrallanuvchi ¢ uchun barcha
e O larda

Y ()0, (1)=p(-1)0+ Y o(n)(1-0) 6" =0
f=] n=0
tenglik bajarilsin. =0 da @(0) = 0, demak,
p(-1)0+(1-0) Y p(n)0" =0, 0<6 <1,

ya'ni

Zzp(n)ﬂ”" o ==~ ))Zn()’ 1, 0<0<1.
n=l (1—9) n=1
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Demak, p(7)==¢(=Dn, n=12,... Agar ¢ — chegaralangan bo‘lsa, u
holda ixtiyorly 7 uchun ¢(n)=0. Bu esa T ning chegaralangan mu-
kammal ekanini bildiradi. Ammo 7 mukammal emas. Masalan, agar
o(=1)==1: pn)=n. n=12,.. desak, yuqoridagi tengliklar bajari-
laveradi, ammo ¢ # 0.

3. & va i bog'lig bo‘lmagan va bir xil {E, ,0e G)} tag-
simotga ega. Demak, T=(£p) vektor tagsimot funksiyasi
{O (x.v)=F, (x)F, (v), 6= ©} oilaga tegishli. ¢ =0(&) funksiya
0O, ga nishatan mtegmllanuxchl bolib, uning dispersiyasi barcha
O e @ larda chekli va noldan fargli bo‘lsin. U holda

[L(p( )=o(y ,dl-',;(.\')dﬁ,(.\‘)zo, e O.

Ammo 2, (¢(£)#@(17))> 0 barcha 6 © lar uchun. Aks holda
& va n bog'liq bo'lar edi. Demak, {0, (x,»)=F, (x)F, (v), 0 @}
oila mukammal bo‘lmas ekan.

Fndi shu misolda F, = N{a.c?) bolsin. Malumki, 7* =£+5

tasodifiy migdor tagsimoti O, = A(Zrula")-— normal tagsimotdan
iboratdir. : 0, .0 =(a,0° Je Rx(0,x ):, oilaning mukammal bo‘li-

chini  Lo‘rsatamiz.  Integrallanuvchi ¢ funksiya uchun barcha

(er 0% )lard:
’ [of \')cxp»{~~»!—,—(_\'—2a )2 dx=0,
5 ( 4o~

) [y
a7

ya'ni
[ expl 7} ,vr)cxle—-—4'\‘”n } dx = 0.
) iy

&

( |
Demak, g(x)=op(x )L\p,~ -“(;—i funksiyaning ikki tomonlama
(

2

Laplas almashtirishi T—t//(T & (~»,») ning barcha giymatlarida
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nolga teng ekan. Bu yerdan F, — deyarli hamma yerda g(x)=0,
ya'ni o(x)=0 ekani kelib chigadi.
4. X' tanlanmaning har bir elementi N(a .o’ ) — normal tag-

simotga ega bo'lsin, 6 =(a.0%)e ©=R x(0,»). Biz

T(X‘"’):(_"ﬁ,...,i'}]
o

ag

statistikani ozod ekanini ko‘rsatamiz. Bu yerda X = 'lz X i
i=)

bog‘liq bo‘lmagan va bir xil standart N(0,1) normal tagsimotga cga

bo‘lgan tasodifiy miqdorlar bo‘lsin. U holda X, =on,+o ,i=1,..,n va

T(X("’)=T(n, 5.1, ). Demak, T ning tagsimoti « va o ga bog'lig
emas.

Endi statistikaning yana bir muhim turlaridan biri — minimal
yetarli statistikani ko‘ramiz. Ma’lumki. yetarli statistika tagsimot
hagidagi ma’lumotni kamaytirmagan holda, tanlanma ma’lumotni
kamaytirish imkonini berar ekan. Ammo, har bir tagsimotlar oilasi
uchun bunday yetarli statistikalar yagona bo‘lmasligi mumkin. Bu
holda ulardan qaysi birini tanlash kerak degan savol tug'ilishi
tabiiydir. Albatta, bu holda tanlanmani eng ko‘p gisqartirish imkonini
beruvehi statistikani tanlash lozimdir, 70X"):( 70", 2 ") (71770
statistika {£,,0€ ®} oila uchun yetarli statistika bo‘lsin. U holda
ixtiyoriy S=S(T) statistika zaruriy statistika deb ataladi. Umuman,
zaruriy S statistika @ parametr haqidagi butun ma’lumotga cga
bo*Imasligi, ya'ni yetarli statistika bo‘Imasligi mumkin.

5-ta’rif. Agar S=S(7) zaruriy va yetarli statistika bo‘lsa, u
minimal yetarli statistika deb ataladi.

Demak, § - minimal yetarli statistika tanlanma ma’lumotini
mumkin qadar eng ko‘p gisqartirish imkonini berar ¢kan. .~ orqali
giymatlari ("//,"//)da bo'lgan T wyetarli statistikalar sinfini:

7~ ={T} belgilaymiz. +, =T~ (%) to‘plam o -algebra " ning T
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akslantirishdagi proobrazi bo‘lsin. Biz 3-§ da B,(X(")e B/T) shartli

tagsimot Ol'qk.lli yetarli statistika ta’rifini bergan edik. O*sha ta’rifni o -

algebralar tilida quyidagicha ifodalash mumkin: 7 statistika 6 uchun

yetarli statistika deb ataladi, agar P, (X(n) € Bl..; ),96 @, Bez'™

shartli ehtimolning € ga bog'liq bo‘lmagan varianti mavjud bo‘lsa”.
s () 2 .

0" — o - algebra yetarli o -algebra deb ataladi. Agar T va §
yetarli statistikalar bo‘lib, §=S(7) bo'lsa, .;c .. bo‘ladi. Demak.
“7,— minimal yetarli deyiladi, agar ixtiyoriy 7€ ~~ uchun e
bo‘lsa”. Minimal yetarli statistika har doim mavjuddir. Biz uni izlash-
ning bir usulini ko'rib otamiz. { £,.0e ©} < M bo'lsin. Ixtiyoriy T
statistika, xususan yetarli statistika, 2 ) tanlanma fazoni ekviva-
lentlik sinflariga. ya'ni 7(+) giymatlari bir xil bo‘lgan ") nugqtalar
to‘plamiga bo*linishini hosil giladi. Agar S =S(7) bo‘lsa, u holda 7
ning ckvivalentlik sinflari S ning ekvivalentlik sinflari ichida yotadi.
Demak, minimal yetarli statistikaga mos kelgan bo'linish yetarli
statistikalar hosil gilgan bo'linishlarining “eng kattasi” bo‘lar ekan.

nugtani o'z ichiga oluvchi ckvivalentlik sinfini c(x) orgal’
belgilaymiz. C sinflarga bo*linishini yetarli bo‘linish deymiz, agar
7. (x:0)= 0, (2" :0)8, ()

bo'lib. bunda xe C(x") uchun ¢, (3’ '.())th,,(xf,") 19) bo*lsa.
Demak, yetarli statistikaga yetarli bo‘linish mos kelar ekan. Endi

&l o ") ni quydagicha tuzamiz: WMe ('(,\'f,")) deb olamiz, agar
(" 1)}/ (x4 0) /:’_{.\J"' : \‘:,”l ) nisbatga bog*liq bu imasa, ya’ni

1
(n) ) b ) o prin), /u(»‘,"_‘_)ff{) l
0 ,

|

: = h, (,\'("| ) ),V()e @

/“(-"u’ 4 ;”) l
Agar x, ) WM ( X ) bo‘lsa, u holda (f(,\‘(_,"l ) = ("(.\'tz") ) = (,'(,\"(,“) )
Quyidagi da’voni isbotsiz keltiramiz.
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i-teorema. Agar Te 7~ uchun T(x")=T G

e C(xf,")), x"e 27" bo'lsa, u holda 7 — minimal yetarli sta-
tistika.
Misollar.

5. (27, ¥l i, e e}) statistik modelda 7 ={0,1}, P, ~
binominal tagsimot, @€ © =(0,1) bo‘lsin. Demak,
/(x60)=F(c=x)=6"(1-0)""

Quyidagi yetarli statistikalarni ko‘ramiz:
1(x")=x" = (X, ,..X,), X,=0,L;i=1,...n;
Tl AR L X,

(X Xk, e ¥, 20X, )

n(xW)e 4. aX,
i =17 (a) - o -algebralar ichida .7, maksimal va
<%y, minimaldir. Demak, 7, — minimal yetarli statistika. Buni quyi-
7
% (I?G)Zx Zx,,, nisbat 0 ga faqat Z\ 2."" =m,
n\to ’

i=1 i=]
me {0,1,....nf, bo‘lganidagina bog‘liq emasligidan ham ko'rish mum-
kin. Bu holda

dagi

C(xf,"))zlix(")e Wy x a3 x, ,
i=1 i=1 )
6.3-§ ning S-misoldagi simmetrik Koshi tagsimoti uchun
T:(X,z....,X,f) yetarli statistika ekanini ko ‘rgan edik. Ushbu

£, -(").g) sl ao?

7, (" a) il X 4o’

=0
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: 2 2 2 AR
nisbat £ ga (x, ,....x,,) va (x,o ,...,x,z,o) nuqtalar bir-biridan faqat va
fagat koordinatalari o*rnini almashtirish bilangina farq qgilgandagina
bog‘liq bo“lm'aydn. Demak, 7 — minimal yetarli statistika ekan.
Endi biz mukammal va minimal yetarli statistikalar orasidagi
munosabatni ko'rsatuvchi quyidagi teoremani isbotlaymiz.

2-teorema. T:( (") oz " fpoe G)})——)(T//,'Y/.{Qe,ee e})
statistika { /.0 ©} oila uchun yetarli statistika bo‘lib, {Q,,0e 0}
oila mukammal bo*lsin. U holda 7'~ minimal yetarli statistika bo*ladi.

Isboti. s(x(") :l//(T(X("))) statistika { .0e ®} oila uchun
ixtiyoriy boshga yetarli statistika bo‘lsin. op = oflchovli
o(T)=T~M(T/S) funksiyani ko‘ramiz. S yetarli statistika bo*lgan-
ligi uchun @ (7) funksiya { B,.0 ©} ga bog'liq emas. Shartga ko‘ra

[o(1)0s(d1)=0, 0c ®
va 7 ning mukammal ckanligidan {0Q,.6e ®}ga nisbatan deyarli
hamma yerda @(7)=0, ya'ni T=M(T/S) tenglik kelib chiqadi. Bu
esa T'ning ¢ — o'lchovli, ya’ni zaruriy ekanini ko‘rsatadi. Demak. 7-
statistika | 7,,0& ®} uchun zaruriy va yetarli, ya’ni minimal yetarli
statistika bo*lar ekan.

Shuni ta’kidlab o*tish lozimki, yeiarli statistikaning mukammal
clani vning minimal yetarli statistika bo'lishini anglatsada (2-teo-
rema), ammo teskari da’vo o‘rinli emas, ya'ni minimal yetarli
statistikaning mukammal bo*lishi shart emas.

Misol. 7. 3-§ ning 4-misolida 0, :().02:1+U.]0|<00 bo‘lsin,
U holda T ( Xy .\M) yetarli statistikaning minimal yetarli bo‘lishini
ham l-teorema yordamida osongina ko‘rsatish mumkin, chunki
/‘( .9) /(I)- X1y S X % 1+ ()). Ammo 7 mukammal statistika

' i i n-1
emas. Buni tekshirish uchun 1-ta rifda (p(T):X(”)—X(l)-m deb
tanlasak, (1) tenglik bajariladi, ammo ¢(T)#0. Endi 0°z navbatida

277



e

-

(1) tenglik bajarilishini ko‘rsatish uchun biz dastlab 7' ning zichlik
funksiyasi ¢, (#.v) ni hisoblaymiz. Quyidagi munosabatlar o*rinlidir:

0y (u,v)=F (X<u,X(n) < v)= P (X("} < v)—Q(; (u.v),

Qg(u v)= (X“) zu, X, <1) IEIP,,(XIE[H,V))=(V—U)",
1=1
uzf,v<1+6,v>u.
2owyy _[ ;1(n—l)(\'—u)"_2 auz0,v<1+60,v>u,
oudy ll‘ 0, qolgan hollarda.

YU almashtirishlar bajarsak, u holda

Agar I=-——
y i Sl

A={uz0,v<1+0,v>uj soha bo‘yicha hisoblovchi (1) integral,

(],,(U,V)=—

ixtiyoriy & © =(—»,%) uchun:

J(v-u——)q,, (u,v)dudyv=n(n- l)j‘(\'—u (1S )i =0.

A
Demak, minimal yetarli 7 =(X“’, X(n,) statistika mukammal emas.

5-8. Eksponensial model uchun mukammal statistika

(. 2" g () {P .0c 6-):).{ P, .0c ©f <<y - eksponensial sta-

tistik model zichlik funksiyasi

[

{
L (a8 h,,(.\‘"")cprlz AO)T(x"" )+ nB(@O)

formula bilan berilgan bo‘lsin.  Faktorlashtirish teoremasidan
T=(7,..T), T, =X, ,(‘( ). i=1k-vektor 6 =(0,...0,) parametr

i

uchun yetarli statistika ekani kelib chigadi. Demak. x" tan-

lanmaning hajmi » qanday bo‘lishidan gat’iy nazar, k-o‘lchovli yetarli
statistika mavjuddir,
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Vetarli statistika 7 =(7,..,7;) yordamida X"ni yetarlili
bo*linmalar birlashmasi ko‘rinishda yozish mumkin:
y—(n) ( :
Rr g = (n) . (n)) _
UL 7 (a0 = ) M
Quyidagi
)

m—cxpﬁZA (@) [T(x")) T( " )ﬂ} 2

nisbat @ ga ikki holda bog'liq bo‘lmaydi: agar T(x("))=T(xg"))
bo'lsa, yoki {1.4(0)....4(0)} sistema chizigli bog'liq bo'lib,
C ,~7"_(\‘”') T( f,”’) i=1....k. koeffitsiyentlar uchun
C14(8)+...+ C,4.(0) = Const,0e ® 3
bo‘lsa. Agar biror C.....C, lar uchun C,2 +.o.4 C,?T >0 va (3) bajaril-
sa, u holda : 1, 4(6)s- 4 ((—))J' sistemadan maksimal chizigli bog‘lig

bo*lmagan sistema ostini olib, (3) dagi qolgan 4,(0) larni bu sistema
orqali chizighi ifodalash bilan biz modelni gisqartirishimiz mumkin.
Shu sababli biz {1,4,(@).....4,(€)] — sistema ®da chizigli bog‘lig
emas deb faraz gilamiz. Demok, (2)ga nisbatan ekvivalentlilik sinf-
larioa bo‘linish (1) yetarli bo*hinish bilan ustma-ust tushadi va 1-teo-

remaga asosan u minimal yetarli 7' statist:kaga mos keladi. Endi (3)
ifoda (7,.. 7 ) ga nisbatan simmetrik funksiya bo‘lgani uchun tartib-
Jangan (7{;).....7(;)) — vektor minimal yetarli statistika bo‘ladi. Shuni

ta’kidlash lozimki, n=1 bo‘lgan holda, (Il(x),...,t,,(.\')) statistika (2)
model nehun minimal yetarli bo‘ladi. Ixtiyoriy n uchun quyidagi ikki
holni farglash kerak: 1) k=n bo'lganida, tanlanma ma’lumotni

qisgartirish nuqtayi nazaridan, minimal yetarli (Th) 7& )) statistika
B, }) oa ckvivalentdir. 2) & < n bo‘lgan holda esa, ( (s (k))
statistika tanlanma ma’lumotni ma’lum darajada gisqartirishga olib
keladi.
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Xususan, 4,(6)=6,.i=1,....k bo‘lgan holda

[ &
FilxB)= h(x)exp?tze,r, (x)+ B(49l 50, )}9 = (01 50 )’ ()

i1
— zichlik funksiya, k- parametrik eksponensial tipdagi (Darmua-
Kupmen oilasi) yoki kanonik ko‘rinishidagi oila deb ataladi. Bu
holda, ® - parametrik to‘plam k ta chizigli bog‘'liq bo‘lmagan
vektorlamni 0z ichiga oladi, deb faraz qilamiz. Bunday & — o‘lchovli
© to‘plamni rabiiy parametrik fazo deb ataladi. Aslida (2)
ko‘rinishdagi umumiy eksponensial modeldan (4) ko‘rinishga
7,=A(0),i=1,...k ~ qayta parametrlashtirish yordamida o‘tish
mumkin. Chunki, (2)dagi exp{ ()| ifoda normallovchi ifoda bolib,

u aslida 4,(0),i =l,—klaming funksiyasidir:
[ k |
expf—B(0)} = Iexp'{ZA, (01, (x) ph(x)p(dx).
; =] J

Shu sababli, biz quyida (4) oilani o‘zini o‘rganish bilangina chega-
ralanamiz.

Biz oldingi paragrafda minimal yetarli statistikaning mukamimal
bo‘lmasligi shart emasligini ta’kidlab o‘tgan edik. Ammo, ckspo-
nensial model uchun © ga qo‘yilgan shartlarda 7 =(17;,...,7,) sta-
tistikaning mukammal bo‘lishini ko‘rsatish mumkin. Demak, 4-§dagi
2-teoremaga asosan, I ning minimal yetarli bo‘lishini quyidagi
teoremadan osongina keltirib chigarishimiz mumkin,

I-teorema. X' =(X,...X;) tanlanmaning elementlari o -
chekli p o‘lchovga nisbatan son o‘qida (4) ko‘rinishdagi zichlik
funksiyaga ega bo‘lsin. Agar © to‘plam k-o‘lchovli parallelepipedni
o'z ichiga olsa, u holda T(X")=(7,(x,),...7, (X)) statistika
mukammal bo*ladi.

Isboti: 4-§dagi 2-ta'rifga asosan, biz 7 statistikaning
{0,.0c ©] tagsimotlari oilasi mukammal bo‘lishini tekshiramiz,
ya'ni l-ta’rif shartlarining bajarilishini  ko‘rsatishimiz  lozim.
(g )=(R" 24"y da T statistika tagsimoti O, ning zichlik
funksiyasi
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v(4)= j h,,(.\""’);z""(dx‘”]),Aefﬂ”“’,

T (4)
o‘lchovga nisbatan

q(1:0)= cxp%Z}O,f, - 7113(9)},1:(;l vty )E RF) )
ko‘rinishga cga. Bu esa, o'z
kelib chigadi.
0, (/4)‘[1’,( A ir) )E 4) J. Q(T("Ml)Ze)lz,,(x‘"’)#‘"\(aw::)):

(\'“‘I))fl"
= | q(r:0)(dr).
reA
(0,.0¢ ©®| oilaning mukammal ekanini

navbatida quyidagi munosabatlardan

ko‘rsatish uchun

R dagi ixtiyoriy o‘lchovii (ﬂ(r‘ ..... I,‘) funksiya uchun, barcha

fe © larda i .
| 9(ty,.-,1.) O (df di) =108 (6)

(englikdan {0,.0c ©fga nisbatan deyarli hamma yerda
'/’(./1-'*"" )= 0 ckanini ko'rsatamiz. @~ vag~ lar mos ravishda ¢ ni.ng
musbat va manfiy qismlari bo‘lsin: p=0' —p~, o* 20, Umurmy-‘
likka zarar yetkazmagan holda, biz © fazo k& -o‘lchovlln
k) :” 10; 1< ayi= 1k “ . 0« a< o parallelepipedni o°z ichiga oladi,
deb faraz gilamiz. Agar © bunday bo*lmasa, uni /) ni 0z ichiga

(k)
jadigan qilib 0*zg: artirish mumkin. U holda (6) dan ixtiyoriy@e [
olad e
uchun

[ " (1 oooati ) Do (dlty ool ) [ 9 (100t ) Oy ety -ty ) (T)

(A )
R

oochekli v (dtysesdty )= 0" (00ity Jv(dt.....dt, ) olchovlarni
l-ll'llf~il|\ u holda (5) va (7)dan

' ‘\l‘ \ O, v (dty,....dl ) j.U‘PJ]ZIU,’,JV"(‘”W--"”L)- (8)

il
)
R

J
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Xususan, Oj =0, =1—,_E,bo‘lganda,
[ v (dty,..ndty)= [ v (dty....dt,). 9)
Rk 5

(9) integrallar giymatini 1 ga teng desak bo‘ladi (chunki agar bu
giymat biror C,0< C <= ga teng bo‘lsa, ¢ ni C ga bo‘lib bunga har

doim erishish mumkin). Demak, v".v" lar ehtimol o‘lchovlari bo‘lar
ckan:

vi(4)= J(Pi (O)v(dt), te R*) , 4e 2z,

A

Ma’lumki,
i N [
chpiZthl }V‘(dl,,...,dlk)
J=1
integrallar Z,,....Z,, Zj =0 +iu; —~ kompleks o°zgaruvchilarning

{[Gj [€alu; e w,j:l,_k} oraligdagi analitik funksiyalari bo‘ladi. Bu

esa (8) integrallarni oraligqa analitik davom ettirish imkonini beradi.

Xususan, {91=0,Iu/ |£w,j=l.__k} oraligdagi haqiqgiy u,,..., u;, lar
uchun (8) dan
{5k [ & {
IexpiiZu,fl vi(dt)= [ expliyu,, v (dr). (10)
j L) 1=l ) { J=l I

(10) tenglik v* va v ehtimollik o‘lchovlariga mos kelgan
xarakteristik funksiyalarning tengligini ko‘rsatadi. U holda xarakte-
ristik funksiya va uning tagsimot funksiyasi orasidagi o‘zaro bir qiy-
matli moslikka asosan, v" va v~ lar ham deyarli hamma yerda ustma-
ust tushar ekan. Bu esa, o'z navbatida, { 0,.0c ©} ga nisbatan deyarli
hamma yerda @(t)=¢" (1)=¢~ (1)=0 ckanini, ya'ni (7, ..... 7, ) ning
mukammal statistika ekanini ko‘rsatadi.



6-§. Parametrlarni baholash. Nugqtaviy baholar va
ularning xessalari

Aniglanish sohasi {P}-tagsimotlar oilasidan iborat bo‘lgan
skalyar yoki vektor funksional g(P) ni qaraymiz. {P} oila parametrik
yoki noparametrik bo‘lishi mumkin. Statistikada bu oila noma’lum
bo‘lgani uchun g(f) funksional ham noma’lumdir. Masalan, P —
tagsimotning kvantili, momentlari g(P)ga misol bo‘la ,oladi.
2( I’)i{ Py —'¥ bo'lsin. X" tanlanma yordamida qiymatlari to‘p-
Jami \ bo‘igan ixtiyoriy g nzé,,(X ™) statistikalar ketma-ketligi
2(P) funksional uchun bahe (yoki nugtaviy baho) deb ataladi.
Demak. g() uchun baho yagona emas ekan.

Misollar.

1. Empirik tagsimot funksiyasi i-;,,(.\') tagsimot funksiya
F(x)= P(£ < x) ga bahodir. Bu yerda ¥ =[0.1].

2. 2(P) [ al x)dF(x) bo‘lsin. U holda

e : ] n
."u( .\')t{]'n(.\'):;ZU(.\,I).
i=1

Xususan, © ning - tartibli momenti uchun v, bahodir (1 bobdagi
3-8 ga qarang)

3. (0.1+0) oraligdagi tekis tagsimot uchun  g(£)=8,
Oe @ = =(—0,2) bo'lsin, @ uchun g, =X, va gy, = X(,)—1 lar
haho bo‘la oladi.

4. P, ~ Nle.o”) normal tagsimotlar oilasi, ():((x.oz)e 0=

R (0.0). g(B)-0.¥=6 bo'lsin. Bu holda g, =(%.5%),
e ( =5 Jdas 2( FB)) ga baho bo'la oladi. Bu yerda
n . n ==y n Lad
Tt 713()&’,~T)2.S't—1— (X, =%) .
o r} n-173
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Nugtaviy baholashda biz g(P) fuksional uchun biror aniq g,
ketma-ketlikni taklif etamiz.

Nugtaviy baholaming xossalarini ko‘rib o‘tamiz. M, (yoki
M, ) orqali P (yoki F,) tagsimotiga nisbatan hisoblangan matematik
kutilma operatorini belgilaymiz.

1-ta’rif. ;n baho g(P) uchun siljimagan baho deb ataladi,
agar barcha Pe {P} uchun quyidagi tenglik bajarilsa:

Mol (X} = g(P) M)

Agar (1) bajarilmasa, é , baho siljigan deb ataladi. Agar
n—» o dabarcha Pe { P}lar uchun

M (X)) = g(P)= B.(P) >0, @)

bo‘lsa, g, baho g(P) uchun asimptotik siljimagan baho deb ataladt.

2-ta’rif. g, baho g(P) uchun asosli (yoki kuchli asosli) baho
deb ataladi, agar n-» = da ehtimollik (yoki bir ehtimollik) bilan
H P ~ leht
g.,~>g(P). Biz buni g, —>g(P) (yoki g, g(P)) orqali bel-
gilaymiz. Bu yaqinlashishlar (2 (*), 2 () pl*)) entimollik fazosida
tushuniladi.

Demak, Fu(x) empirik tagsimot funksiya F(x) uchun (VI
bob, 2-§ ga qarang) siljimagan va tekis kuchli asosli baho bo‘lar ckan.

Tagsimotlar oilasi {P} - noparametrik bo‘lsa. g(P) uchun
qgaralayotgan baholar ham noparametrik deb ataladi. Xususan, -, 2-
va 4-misollardagi baholar aslida noparametrikdir. Masalan, 4- misol-
dagi g,,.8,, baholar ixtiyoriy P tagsimotda g(P)=(M 5, Dps)
uchun baho bo‘ladi va barcha P larda

M, %= MyE . M,S" -:(1—1)/),,5. M,5 =D&
n
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Demak, £, V& 2, baholar g(P) uchun mos ravishda siljigan va
siljimagan baholar ekan. ( 1:'111 — asimptotik siljimagan, chunki
Mp52 — Dp& ). (1) tenglik siljimaganlik tenglamasi deb ataladi.
Berilgan g(£) uchun bu tenglamani ganoatlantiruvchi §" baho mav-

jud bo’ Imasligi ham mumkin.
Misol.

5.{ P,,0= ®} - Puasson tagsimotlari oilasi bo‘lsin:
_ ¢ 9* _
1(5:0)= (6= 0)= e 0=(00). e 2 (0,12,

Tk . i 2
2(P, ):5 funksiya uchun siljimagan g, bahoni gidiramiz. (1) ga

asosan

Voe O,

M i ll' Zg’ ( /1))1—101 _
x;!

=l
9
yoki

[n PR b
5] o - Svecs
r :

tenglik bajarilishi kerak. Ammo bu mumkin emas. Demak, é uchun

siliimagan b 1ho mavijud emas ckan.

Baholanayvotgan g(P) funksional uchun bir necha baho taklif
ctilpanda, ularnmg ichidan “eng yaxshisini” tanlash masalasi tabiiy
ravishda kelib chigadic Demak, biz biror alomatga asoslangan holda
baholar orasida tartib o*rmatishimiz kerak. Bunday alomatlardan biri
baholarni o rtacha kvadratik chetlanish yordamida solishtirishdir. Biz
batafsil {P}={F, ,0c O}, Oc RYY glib; )=0 =(9l""’0)‘)— para-
metrik holni ko‘rib chigamiz. Dastlab, s =1, ya’ni skalyar parametrik
baholanayotgan bo‘lsin. ¢ uchun qurilgan baholaming € sinifidan
bir xil £, (0) siljishga ega bo‘lgan baholarming Cp sinf ostini belgi-
laymiz. (T~ siljimagan baholar sinfi: CycCpcC).
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3-ta’rif. Q;EC baho € sinfida effektiv deb ataladi, agar
ixtiyoriy boshqga é,,eC baho uchun barcha 6, ©® larda

M, (6] -6)" <M, (6, -0) orinli bo'lsa.

Demak, (C, dagi effektiv baho minimal dispersiyalik
siljimagan baho (MDSB) ekan.

4-ta’rif. 0, C baho C sinfda asimptotik effektiv deb ataladi,

agar ixtiyoriy boshga 9,,& baho uchun har bir 6 © da

My 6, ‘”) <i

lim sup
(6 )

tengsizlik bajarilsa. 6 =(0,....,0, ) vektor parametr uchun ham yugo-
rida keltirilgan ta’riflar orinlidir. Bu holda ixtiyoriy v=(v,...v, )= R
vektor uchun (v,0)=v6, +...+v 0, - skalyar paramctrga baho
(v,0,), 6.2 C, bo'lib, B e C ning effektivligi barcha 6 < © larda
o‘rtacha kvadratik tarqogliklar uchun

My (v.0,-0 )z < My(v.6,~0 ) :

ya'ni
Z M,,( i =0)(65,=0))viv, < 3 My(0,-6,)(0 =0, )y,
i.f=1.%
lcngslzhkm o‘rinli bo*lishi bilan aniglanadi.
Misol.

-8%.0, = S*larni

in 2n

6. 4-misoldan @ =& uchun ikkita baho 0
olaylik. & =0 bo‘lsin. Hisoblash natijasida
5 20"(;1 l) "(-‘
D(,S‘:———i——- D,S? = -

n
ekanini ko‘rish mumkin. Ammo,

4, (0)=M, (6, -0) =D,5 +[M,s* -7 | -
6'(211—1)

n"

=1

<d,,(0)=M,(0,,-0) =D,5
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Demak, S°— siljigan va 5% - siljimagan baho bo‘lsada, §* baho

S” ga nisbatan effektiv ekan. Bu baholar asimptotik ekvivalentdir,
chunki

d]n [d‘?” '9)] - 1.

n—w

5-ta’rif. g baho g(P) uchun asimptotik normal baho deyi-

(g, =g (P))

ladi, agar Vn(g,—g(P))= N(0;0%) (yoki = = N(0:1))
52

shart bajarilsa.
VIII BOBGA DOIR MISOLLAR
1. Quyidagi tagsimotlar oilasi eksponensial oilaga tegishlimi?
a). /"I =0, "’]- b). E(IG)
o). N{6,.02). ; G=xi s
BAY e reaea
et
2. Quyidagi tagsimotlar uchun yetarli statistikalarni ko‘rsating.
a). R(6,.,0,). b). EO).

; 9377, xe (0:1),60>0
o). N(6,63).  a). /‘(.\A.u):“‘ KE Oy
[ 0, x(0;1).

3, E(0) tagsimot uchun Z X, to'la statistika bo‘lishini ko‘rsating.
=1

) ! R e
4. N(0,07) tagsimot uchun .\"‘:—Z:X,2 statistika to‘la sta-
?
tistika bo*ladimi?
[ 0-x
(4

uchun Y, statistika to*la statistika bo‘ladimi?

5. Zichlik funksiyasi f(x,0) ’ bo‘lgan tagsimot
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6. X,.... X tanlanma R[0:0] tagsimotdan olingan bo‘lsin, no-

fikl SEaL g
ma’lum parametr 6 uchun —— X bahoni siljimaganlik va asos-
7

lilikka tekshiring.

7. X,....X, tanlanma N(6,.0;) tagsimotdan olingan bo‘lsin, x

va S§* larni mos ravishda 6, va 62 lar uchun siljimaganlik va asos-
lilikka tekshiring.
_l; & x=6
_] 0, x<6
tagsimotdan olingan bo‘lsin, noma’lum parametr 6 uchun quyidagi
baholarni siljimaganlik va asoslilikka tekshiring: a) X, ; b) Nl

8. X,,....X, tanlanma zichligi f(x.0) bo*lgan

9. X,,... X, tanlanma MX, =a ma’lum va MX] chekli bo‘lgan
tagsimotdan olingan bo‘lsin. T( x""):? —a’ statistika noma’lum
dispersiya uchun siljimagan va asosli baho bo*ladimi?

10. X,,....X, tanlanma MX, =a ma’lum va MX chekli bo'l-

: ; " 1 & —\2
an tagsimotdan olingan bo‘lsin, 7 x'"' )= ——> (X, —x) statistika
g q g ( ) n—1 Z( ’ )
noma’lum dispersiya uchun siljimagan va asosli baho bo*ladimi?

11. Quyidagi Pareto tagsimoti noma’lum parametri 0 =(a,/))

uchun minimal yetarli statistikani toping,

a

A+l
f{x;0)= i(—J JX>a,a>0,4A>0.
Alx
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[X BOB. SILJIMAGAN BAHOLASH

1-§. Eng yaxshi siljimagan baholar

Baholanayotgan g(@).0e ©® c R funksiya uchun bir necha
siljimagan baho taklif etilganda. ularming ichidan “eng yaxshi
siljimagan” bahoni tanlash masalasi tabiiy ravishda kelib chiqadi.
g g, € Cy — siljimagan baholar bo*lsin.

I-ta’rif. g , baho g(@) uchun MDSB deb ataladi, agar

7o e C, baho uchun quyidagi tengsizlik bajarilsa:

D,g ,<D,g, ()
i-teorema. 6,,.0,,€ C; — baholar MDSB lar bo‘lsin. U holda
0,, va 0,, baholar ekvivalentdir, ya'ni
R)(6,,=6,,)=1,V0ec 0.
Ishoti. d,(0)=Dyb,i=12 va 0y, =—(6,, +0,,) bo'lsin. U

holda M,05, =0, D63, 2d,(8). Ammo
D,0,, =< D0y, + Dy, +2Cov, (0,,.6,,) |, (6),
chunki Koshi-Bunyakovskiy tengsizligiga ko'ra

- D,0,

2n

i
In 2 =d,(0).
Shunga asosan, 1,05, d,(0),Covy(0,,.05,)=d,(0) va
[ )/(“lu < ”.‘u) /)UUIH i I)U()Zu ——2(")"0(0111’01“) = 0.

(

Cov, (0,,.0,, ) =| D,0

Bu esa o'z navbatida P, (6,, =0,,)=1 tenglikka ekvivalentdir.

Misollar. ‘ :
{. Y. X tanlanma Bi(1;0) tagsimotdan olingan bo*lsin.
0" . m < n uchun MDSBni toping.

289



n
Ma’lumki, T (x"”):Zx,- statistika noma’lum parametr 0

i=l .
uchun yetarli va to‘la statistika bo‘ladi hamda uning tagsimoti
Bi(n;0) dir. M(g (T))=6" shartdan g ,(T) ni topamiz:

M(g (1))=Y Cre,(hp*a-oy*.
k=0
M ( é ,,(T)) =@™ ekanligini inobatga olsak,

o & NH=m={k—nm
Zc’fg"(kpk—m(l_g)n m=(k ”:l
k=0 =
bo‘ladi. Agar m <k bo'lsa, 9*™ — x ekanligidan g ,(T7)=0, k=0,1
olishimiz kerak. Bularni inobatga olsak,

Z Clt 2, (k)ok-—m (l =0 )n-m-( k=m) _ 1
k=m
bo‘ladi. Binomial tagsimot xossasiga ko‘ra:

ZC:-Z’&’ (k)glx—M(] g,n m=(h=m) _ =0

k=m
Bu ikkala tengliklarni tenglashtirsak, C'g (7)=Cl ", k=m,...n
ifodaga ega bo‘lamiz. Demak, 0", m < n uchun MDSB
Cvk m
ST =m,....n
g/D)=3 Ct

N0 T=0,1,..m~1

bo‘ladi.

2. X,,...,X, tanlanma N(a;0®) tagsimotdan olingan bo‘lib,
ae R noma’lum va o > 0 ma’lum bo‘lsin.

a) a' va a' larning MDSB larini toping.

b) P(X,<t) va %P(/\’l <1) (te R fiksirlangan son) larning
MDSB larini toping.

a) Bu tagsimot uchun x statistika yetarli va to‘la statistika
bo‘ladi. Agar

0= M(;—a')1 =M(;1 —30;2 +3u2}‘—(l;):M(.{w )_3”,71/,“. a’

290



ekanligini inobatga olsak, u holda
-3 = 2
M(x —3(0‘2 /n)x): M(.\r3)—3acrz/n=a3

bo‘ladi. Demak, &’ uchun ;3 —3(0'z /n); baho MDSB bo‘ladi.
Xuddi shunday,

36 = MG—u)4 = M[,\_'(;—a)}]= M(;4 —341;3 +3a° :\-'2 = _;):

=M(}4)—3a(3m7: In+a’)+3a? (0'2 [hvat)—aq

= m(z) “so rnzay <) nseim) MRS IRR 4
Demak, a’uchun [(;4)—(60': /n)(}2 o /;1)——30'4]/4 baho

MDSB bo*ladi.

b) M( P(X, < r/;)) =P(X, <¢) ekanligidan P(X, <) uchun
MDSB P(X; <1/%) bo‘ladi. Normal tagsimot xarakterizatsion xos-
sasiga ko‘ra (Xl:) tasodifiy vektor matematik kutilmalari (a,a) va
-1

. . . 2 . . .
kovariatsion matritsasi o‘“' i 1] bo*lgan ikki o‘lchovli normal

\n™ n
tagsimotga ega. Bulardan foydalanib, X, ning x shartli fagsimoti
/\( v.[1-=n ))rr“) ckanligin® topamiz. Demak, P(X,;<f) uchun
1-X

| bo‘ladi. Bu yoida @(s) standart normal

J

MDSB D] -
loJl=-n

tagsimot funksiyasi. Endi
d

[t el Lot
PX, < 1) d J\/l ®| A"T:‘,,,A.._] =M i(bL. Pl
At dt . W aal s ) _(lI > ,_/|.- kL ||

{
ni inobatga olsak, u holda f-”— P( X, <t) uchun
¢

d 1=x ] / (—x
RS
di oNl-n"' ) oNl—-n oNl=n"" |
baho MDSB bo‘ladi.
291



2-§. Minimal riskga ega bo‘lgan siljimagan baholar
(.."‘/,’ () gy ) ,{ By .0e G)}),@e R“)-parametrik statistik model

va g(@):(:) — # R, r-o'lchovli vektor funksiya bo‘lsin. g(@)
funksiyani effektiv baholash masalasini qaraymiz. VIII bob 6-§da
keltirilgan effektivlik hagidagi ta’riflar albatta g(0) vektor funksiya
uchun ham o‘rinlidir.

V(@)—rxr - oflchovli musbat aniglangan matritsa va

(X‘"’) ( AN ‘"’)—)( #,7) — statistika g(@) uchun baho
bo‘lsin. Bu yerda # to‘plam # ning to’plam ostilari o -algebrasi.
# % » da aniqlangan kvadratik tarqoqlik funksiyasini matritsa
ko'rinishida

1z n2)=(2 fx™)-g(0)) ¥(2 (x")-2(0))
va uning matematik qutilmasi — risk funksiyasini kiritamiz:
R(g we)=MsL(z g).
(bu yerdar — transponirlash belgisi).
Biz risk funksiyasiga ega kichik qiymatni beruvchi — cffektiv

bahoni qurish masalasi bilan shug‘ullanamiz. Buning uchun dastlab
quyidagi lemmani isbotlaymiz.

1-lemma. ;,' ,,(X("’) vektor g(0) uchun baho va

T(X"”);(w: " " B.0e 0)) (1 " [ 0.0¢ ©})
biror statistika bo‘lsin. U holda

k(g,:,,,g)-:M,,{L(%(T),g(o))}+M,{M,{/,(§,,.-'u,r1'))/ /|[,0e0, (1)

bu yerda ‘¥ (T) = Mn(é W v’//T).

Isboti: L ni quyidagicha ifodalaymiz:

L(é l]’g): 1‘(2’ Il‘li\l’}(’lv,)) ’
(BT etz 1) V(5 (1))
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Wy (T) funksiya @/  o*Ichovli va

/Vo{é n(X("))‘@o(T)/’V/T}=0

(deyarli hamma yerda V0 e @ uchun) ekanidan va shartli matematik
kutilma xossasidan foydalansak,

R(g "‘g)z M“L(g’ ,,-g)=M,,{M0{L(§ ,,,g)//.z/T}}=

o l o~ 2 . ) ~

= .A/f,,{M,,.}L(g oF ,,(T))/'//T}}+MH{L(‘Pg(T),g)}.

Bu lemmadan foydalangan holda siljimagan baholash naza-
riyasining eng asosiy teoremasini isbotlaymiz.

1-teorema (Blekuell-Rao—Leman—Sheffe). g,,(X(")) — baho
2(0) uchun biror siljimagan baho va S esa {P,;,HE G)} oila uchun
yetarli o -algebra osti bo'lsin. U holda "])(T)=A/IO(§ Al "V/T) baho
2(0) uchun siljimagan baho bo*lib, barcha @€ ® uchun

R(T(7).2(9))< (2 (X¥).2(0)) )

bo‘ladi. Bu yerda tenglik fagat va faqat ,;',,( X™) baho 7-
o‘lchovli bo*lganidagina erishiladi.

Isboti: 7 - yetarli g-uigebra osti ekanidan l;;(T) statistika
0 ga bog'liq cmas va demak g(0)ga baho bo‘ladi. U siljimagan

bahodi
M, P(T)= My { Mo (g (X)) 17 )} = Mo & (X' )=2(0)-
] -lemmadan va I(::r ‘i‘('l)) 0 ckanidan
1/,,',/,(;(.\"”’),\F(T))/r//’}zo, 0c®.
Bu tengsizlikdan va (1) dan (2) kelib chigadi. Endi (2) da
tenglik fagat va fagat g i XY baho 7" -0'lchovli bo‘lgandagina
erishiladi. Bu holda deyarli hamma yerda

;;: n( X'“'): \/‘)(T(X‘”)))A
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1-natija. s=1, =1, g(6)=6. g ,=6 & C;, va T{X") - yetarli
statistika bo‘lsin. U holda:
1.6, =My(6,/T)e Cp.

7 Basslia M@ vebum Moo ~0) < M(,(é,,—B)Z bo*ladi.
Agar Fj;ga nisbatan deyarli hamma yerda 0, =0 , bo‘lsa, bu yerda
tenglik bajariladi.

Demak, Cp-sinfda 0, ga My(-/T) operatoming qo‘llanishi
0 ,bahoni tekis yaxshilar ekan va VIII bob 6-§ dagi 3-ta’rifdan 0,
baho Cj da effektiv bo*ladi.

Endi 6, bahoning yagonaligi hagidagi quyidagi da’voni isbot-
laymiz.

2-teorema (Leman-Sheffe). T(X“"):( " e P e (-)',)—»

——>( vt {Qy.0e G)}) — mukammal  yetarli  statistika  va

cf ={;g ,,(X'”’)} ~ noma’lum g(#) uchun siljimagan baholar sinfi
bo‘lsin. U holda € sinfda @ bo‘yicha tekis minimal kvadratik riskka
ega bo'lgan yagona baho mavjuddir.
Isbot. Vg ¢ Cf bo'lsin, u holda ¥(7)= M, (g /T )e Cf va
(2) bajariladi. Faraz qgilaylik, "W*(7)e Cf ixtiyoriy boshqa baho
bo‘lsin. Ammo shartga ko‘ra {0, .0¢ ©} oila mukammaldir. Demak,
76 e © uchun
[[#()-w" (1) jo(an) -0,
Y
ekanidan {0, .0¢ &-)} ga nisbatan deyarli hamma yerda ‘-i‘(l) =y’ (1)
tenglik kelib chigadi.
Demak, 1-natijada, agar 7 mukammal yetarli statistika bo‘lsa, u
holda /:),: & "y baho yagona effektiv (yoki optimal) baho bo‘lar ekan.
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Misol.
1.(0.0),0€ ©=(0,») oraliqdagi tekis tagsimotni garaymiz.

Bu holda, _/1',(,,&/:),0)=0‘”1(0$.\-(")se), demak T= X, =max{ X,,....X,}

n

yetarli statistika. @ ni baholash uchun

|

()
v ‘& —] -, - —
A’(;/\, —El!,\d_\_

tenglikdan foydalanamiz. Bu yerdan é,. :35’: X, —siljimagan bahoni
n

P
! i . a 2
topamiz. Hisoblab ko‘rish mumkinki, DQG,.=§——-)0, n—>eo va
n
Chebishev tengliksizligidan 6 ,ning asosli baho ekanini topamiz:

~ r e
0, >0 .n—>o. Demak, @, yaxshi baho ckan. Ammo bu baho

optimal emas. Biz optimal @, bahoni 7 yordamida gidiramiz.

|-teoremadan @, = .\/“(H,, fT) — eng yaxshi baho ekanini
topamiz. 7 mukammal ekanini ko*rsatamiz:

Ifu, t<0,

0,(1) =B (T<0)=B (X, <t '*‘T)’ﬂl?»(/\',ﬂ):{(é) ,0<r<0,
i=l

bl t>0,

[0, 120,650,

() |

a(h0)= =5 =) i geiza
Iill” ) SR

4] 0
M,p(T) II/’)(I)(I(’,” )c/l = {j’ly—,j(/)({)f“;ldl =0, Ve ©®.
)

0 (
Oxirgi tenglamani ikki tomonini @ ga nisbatan differensial-
laymiz va natijada p(0)0"" =0, ya'ni ¢(0)=0,Y0¢ (0,%0) ekannini

2 n
topamiz. Demak, 7 mukammal va MUT(/\‘"’)zme‘ Bu yerda
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X (= ﬁ-‘—XW ham O uchun siljimagan baho bo‘lar ekan. Demak,
n
1 ehtimollik bilan
0y =M,(0./7)=¥,(T).

va 0, — optimal baho bo*lar ekan.
3-8. Lokal minimal dispersiyali siljimagan baholar

Biz avvalgi paragrafda MDSBlarni ko‘rib o‘tdik. MDSBlar
mavjudligining asosiy sharti ko‘rilayotgan statistik modeldagi tag-
simotlar oilasining mukammalligidir. Tagsimotlar oilasi mukammal
bo‘lmasa MDSB mavjud bo‘lmaydi. lekin lokal minimal dispersiyali
siljimagan baholar (LMDSB) mavjud bo’lishi mumkin.

1-ta’rif. Agar ggeC, va Yg,eC, baho uchun quyidagi
tengsizlik bajarilsa:
D, g,,SD,,g,', (1)

0 (]

uholdag , baho 6 nugtada LMDSB deb ataladi

Xuddi shunday. lokal minimal riskga cga baholarni ham
aniglash mumkin.

3-teorema. g}" siljimagan baho g() uchun LMDSB bo‘ladi
faqat va fagat, agar cov,, (;,',,( ¥ ), £(x'")))=0 bo'lsa, bu yerda
f(x") nolning ixtiyoriy siljimagan bahosi, 1), f(x'"")< =,

Isboti. f(x'") nolning ixtiyoriy notrivial siljimagan bahosi
bo‘lsin. é” bahoning @ =€, nuqtada LMDSB bo‘lishi uchun
cov,, (;,r”(x‘"' o )):0 shart zarur va yetarli ckanligini ko‘r-
satamiz.

Zarurligi. Teskarisini faraz gilaylik: ;:'” baho 0 =0, nuqtada
LMDSB, lekin cov,, (1;,,(‘\""' A )) >0 bo‘lsin. Quyidagi sil-
Jimagan bahoni ko*ramiz: gi= ;’1 AL bu yerda
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[cove, (&)1 Dy (1] <2 .
2! o (é il 70_ 3 )!J< <0. g ning 0 =0, nuqtadagi disper-
s{yasi quyidagi ko‘rinishga ega:

[)”‘(L,)l)_L)[y’(gn) ‘:‘A'CO'H (g 1f) A Dﬂ (f) ( )
o ” I " 2
A gac U'\’il!'ll]l shartga ko‘ra

2)»C0\'H“ ( g,,._/')&)fD,,“ ( /‘):2/160\7,)“ (g" ’f)Ll‘*'l.Dg“\({)_l]}(O (3)
-~ | % "2eaiy (g,, /)|J
Bundan, D,¢<D, g, keli bhigadi, Bu esa g . ming
[ MDSB  ekanligiga  zid  Xuddi  shunday,  agar
coVy, (~ ,.-(-\‘“” )-./'(-\" £) ))< 0 bo‘lsa, g , baho @ =0, nuqtada
LMDSB bo*lmasligini ko'rsatish mumkin.
Yerarliligi. /(x"") nolning ixtiyoriy siljimagan bahosi uchun
cov, (2, (3" /(")) =0 o'rinli bo'lsin. g, bahoning &=, nug-
0
(ada (0) uchun LMDSB bo'lishini ko‘rsatamiz. g baho g(@) uchun
piror siljiimagan baho va U =g —g bo'lsin. / nolning silgimagan
hahosi ekanligidan
el ("l, ¢ ) o (‘LY ' ‘L,') & Dv,‘(g ,,)“COV:)A.(ém&):O. 4)

Shvars tengsiz ligiga ko'ra:

. ; [ . 12
cov (:3 R ) D, (g.) 1),,“(21)] ? (5)
(4) va (5) lardan
Dy, 8 = Dy 8 (6)

ifoda kelib chigadi. Demak, s:' , baho 0 =0, nuqtada g(@) uchun
LMDSB bo‘ladi

Misol.

1. X, X, =~ N(@:o7 ), YooY, ~ N(aj03) hamda X,,... X,
va Y,.oes Y. lar o‘zaro bog'ligsiz bo‘lsin. Bu yerda a0l 03 .p=0; [0}
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parametrlar noma’lum. Ushbu modelda 7, =(J_r, ;', Z(X, —})E,Z(X —;)2)
=l i=l

statistika minimal yetarli statistika bo‘ladi. @ parameter uchun

(ol fadzy

+py

J = [(T,) nolning ixtiyoriy siljimagan bahosi bo‘lsin, u holda
cov(pu x+y,f)= B co(x, f)+

I+py l+p,

a(pe) =222 bahoning LMDSB bo'lishini ko‘rsatamiz.

cov(;,f)‘

I+pg
bo‘ladi. x~ N(a,o! I n), ;—- N(a,o]p/n) ekanligidan cov(;,f) =
=p"? cov(x, f) bo‘ladi. U holda

Py Xty ap(')'(z(l+p )”2
cov|ELET2 et M D
ey In(1+p,)
bu yerda u~ N(0.1). f= f(T ) nolning ixtiyoriy siljimagan bahosi
bo‘lsa, u siljishga nisbatan invariant bo*lishi kerak, ya’ni

cov(u, f),

f(iii’(x,—?c)’.i(x—;f J=f'( =3, Y (X, =, Y0~ ) J
=l =l 1]

=l
" v ” - -— -
Bundan tashgari > (X, —x)* va Y(Y, ~y)* lar x—yp ga bog'lig
i=l i=)

2.3 oy ]
emas, hamda (0', ,cr_,) uchun mukammal ekanligidan deyarli har

yerda
Muf‘(E—},Z(/\’i—})’,Z(Y,~__v)"’ X, -2, (Y~ ) |0
« i=l =] i=1 i=)

bo‘ladi. Bundan deyarli har yerda
./"(;J,Z(X, x5 Y, - ) J
=l =1
—= (-5 S -nr. 5057 |
i=l i=] /
bo‘lishi kelib chiqadi. x- ning tagsimoti simmetrik ckanligidan

foydalansak,
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cov(u, f(T))= M,,]uj k\_)x Z(); —3)? Z(Y: v)z)]

=1

(T o o )

Bu esa a(p,) bahoning LMDSB ckanligini bildiradi. Agar bu xossa
parcha p, larda bajarilsa, u holda Ez(pn) baho MDSB bo*ladi.

(1 oya S
=M!%f Ll-\'—y%.;(/\’,—X)3~z()’,-y)3]ﬂ4(ll/lA y|)+

IX BOBGA DOIR MASALALAR

1. X,..... X tanlanma Bi(l: p) tagsimotdan olingan bo*lsin.
a) I( X 4+ X =Fk): mk < n uchun MDSBni toping.
b) P(X, +...+ X, >X ) uchun MDSBni toping.

5 X

2. X,,....X, tanlanma N(a :c?) tagsimotdan, ¥,....Y, tanlan-
ma N(a o) tagsimotdan olingan bo'lib, X, va ¥ lar bog‘ligsiz
bo‘lsin.

a) a_—a va o /o lar uchun MDSBlarini toping:

byagar o> =0’ bo'lsa, o va (u‘ —a_‘.)/cv‘lar uchun
MDSBlarint topmg:

¢) agar a,~a,, hamda o’ /o’ =y ma’lum bo‘lsa, a, uchun
MDSBni toping:

dy agar a, =, bo'lsa, a, uchun MDSB mavjud emasligini
ko‘rsatimg:

¢) P(X, < Y,) uchun MDSBni toping;

f)agar o= o bo‘lsa, P(X,<Y,) uchun MDSBni toping.

3. X,....,X, tanlanma R(0,-0,,0,+0,), 0,€ R, 0,>0 tagsi-
motdan olingan va n>2 bo‘lsin. 6,,0, va 6,/6, lar uchun MDSB-
larini toping.
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4. X,,...,X, tanlanma zichlik funksiyasi

1 —(x—a)ip
f(x)=LFe ,x>fB.ae R,B>0,
I 0, x<p

bo‘lgan tagsimotdan olingan bo‘lsin.
a) agar f ma’lum bo‘lsa, ¢ uchun MDSBni toping;
b) agar ¢ ma’lum bo‘lsa, # uchun MDSBni toping;
¢) o va f# lar uchun MDSBIarini toping;
d) agar f ma’lum bo‘lsa, fiksirlangan 7>« da P(X,zt) va

%P(Xl >1) lar uchun MDSBlarini toping;

e) fiksirlangan 1 > da P(X, =) uchun MDSB ni toping.
5. X,,...,X, tanlanma zichlik funksiyasi
f(x)=%ﬂa"x"”"’,x>a,a,/3 =0,

! O, x<a
bo'lgan tagsimotdan olingan bo*lsin.

a) agar # ma’lum bo‘lsa, & uchun MDSBni toping.

b) agar & ma’lum bo‘lsa, f# uchun MDSBni toping.

c) avaf lar uchun MDSBlarini toping.

6. X,,....X, tanlanma E(z ;) tagsimotdan, Y,,....Y, tanlan-
ma FE(x,;f,) tagsimotdan olingan bo‘lib, X, va Y lar bog‘ligsiz
bo‘lsin.

a) o, —a, va 3,/ 3, lar uchun MDSBlarini toping;

b) agar f3, =3, bo‘lsa, ﬁ,Va(a‘ -G )//f{ lar uchun MDSBlari-
ni toping;

c) agar o, = va lekin noma’lum bo‘lsa, &, uchun MDSB
mavjud emasligini ko‘rsating.

7. X seos X, tanlanma R(0:0,) tagsimotdan, Y, ..., o
R(0;0,) tagsimotdan olingan bo‘lib, X, va Y, lar bog'ligsiz, n> 1
bo‘lsin. €, /6 uchun MDSBni toping.
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X BOB. EFFEKTIV BAHOLASH
1-§. Effektiv baholash. Kramer-Rao tengsizligi

Biz nugtaviy statistik baholarning xossalarini o‘rganishda ular-
ne asosligi, siljirr_\aganligi. va 1.1'sk funksiyalariga alohida e’tibor
berib o tdik. Bahoning asosli bo‘lish xossasi tanlanma hajmi cheksiz
Omirilgandagina namoyon bo‘lsada, kichik hajmda baho xossasi
asosan TiskK funksiyasi va Xususan kvadratik risk orqali o‘rganiladi.
giljimagan baho uchun_kv@rank risk dispersiya bilan ustma-ust
(ushadi. Bu holda dispersiyasi eng kichik bo*lgan baho eng yaxshi deb
hisoblanadi. Tagsimotlar oilasi uchun ma’lum shartlar qo‘yilganida
punday dispersiyalar uchun quyi chegarani ko‘rsatish mumkin ekan.
Ushbu paragraida biz skalyar parametr bo‘lgan holda Kramer—
Raoning tengsizligini isbotlaymiz.

(2™, ;0 1P, ,0e0®)), {R.0c®)<<u, OCR,
p;n;mu,‘llll\ otatistik modelni qaraymiz. Har bir X, kuzatilmaning

7(x.0) 7 ichlik funksiyasi uchun regulyarlik shartlari Kiritamiz:

M N(f)={x: f(x0) 0} — to'plam 6 ga bog'liq emas;

(I ©® = R yoki © to*plam R dagi intervaly
an) = /(x.0) ~ hosila mavjud va {B0e ®}ga nisbatan
devarli h.umln'.: yerda VOe © uchun chekli;
(V) VOe O va i 1.2 uchun j\%_/'(.ﬁ',())\y(dw)<w;
Bt
V) Ve ®: 0<1(0) Nl,,l»i:-()—ln_/'(g,())\j <.

Biz X' tanlanmaning /'”(_x("’,()i) ::n_f(x, 0) — zchlik
i=1
funksiyasini q yrayotganimizda (H—V) shartlarda fo*rnida £, ni ishla-
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tamiz va integrallar a;® to‘plam bo‘yicha tushuniladi. /() funksiya
¢ t.m.dagi u parametr hagidagi Fisher informatsiyasi deyiladi.
Ushbu

zn(x‘"’,e)=% 7,(:" 0)= }:/(\ ).

(x,0)=5In7, (x,.0). i=1....n,

— funksiyalar informantlar deb ataladi.
1-lemma. Agar (I)~(IV) shartlar bajarilsa,u holda

Myl(£.0)=0. V0= G. 160
Ishoti. I/(x,H),u(dx)=l tenglikni # bo‘yicha differensial-
laymiz:
L [f(x0)u(dr)=0,70= 0
yoki

2 (x.0)u(d)= i(x.0)B, (de)= M, 1(2.0) 0.0 ©
bu esa 1-lemmani isbotlaydi.

I e (0) M,,[ (X('" ,0”: ~ tanlanmaga mos kelgan Fisher
informatSJya funksiyasi bo‘lsin.

2-lemma. {f,,(,\'(").()),(]r-; (r)} uchun (1) (V) shartlar bajarilsin,

U holda
Ly (8)=ni(0).0¢ 6. (2)

Isboti. Induksiya metodi bilan osongina o‘rnatiladi. Demak,
informatsiya funksiyasi additivlik xossasiga ega ckan.

3-lemma. Agar (I)-(V) shartlar bajarilsa, u holda Y0e @
uchun

M,,(-olnf(s 0)) :—A\ll,,f}%ln f(£:0) | (3)
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/

Isboti. M, L

C

6>

(o)}

il 6‘)] ifodani quyidagi ko‘rinishda yo-

zish mumkin:

2 _reoyrend2reo)
reorco{Sree)

M,(’-’:ﬂ '_=:0)]: a0 : 9 £
0| 357 f i (&0 (d)
A2
= Jr / E0m(dn) - M, (£30).
(IV) xossaga ko‘ra
(dx) j_ u(dx)=0, V0ecO.

Bu esa 3-lemmani isbotlaydi.

r(x™):(0 7,57 (B0 ©}) (. {0 .0< ©})
statistikaning informatsiya funksiyasi IT(H) bo‘lsin. Isbotsiz quyi-

dagi muhim da’voni keltiramiz.

4-lemma. { F).0€ ©} va {0, .0¢ G)} tagsimotlar qoidasi uchun
(I)~(V) regulyarlik shartlari bajarilsin. U holda

I:(0)<1,.,(8).V0e®. )

Bu yerda tenglik fagat va faqat 7 — yetarli statistika bo‘lganidagina
erishiladi

Demak., 7 variatsion gator bo‘lsa, (4) da tenglik bajarilar ekan.
Bu esa kuzatmalarni tartiblash natijasida informatsiyaning kamaymas-
ligini bildiradi (chunki bu holda 7' va X" ekvivalent trivial yetarli
statistikalardir).

Ouyidagi teoremada siljimagan baholar dispersiyasi uchun quyi
chepara n'm\‘imllmi ko‘rsatilgan.

I-teorema (Kramer-Rao). { ( 1) ()) Oe O} oila uchun (I)—
(V) shartlar bajarilsin va differensiallanuvehi g(@) funksiyaga silji-
magan . LX) bahosi uchun V@ e © larda
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(VD). ﬂ; ,,(x("’ )%f,,(x("’ ,G)l/,z(”’ ()< va Dyg <
[z
shartlar o*rinli bo‘lsin. U holda¥Vf0< © uchun
= (n) Lg (0)
e Gl P < (5)
(5)da tenglik bajarilishining zarur va yetarli sharti f,,( .9 —
zichlik quyidagi eksponensial oilaga tegishli bo*lishidan iboratdir:

£, 0)=exp g, (x)w, @)+ ¥, (@) +k, (x)] ()
bu yerda W{(6)#0.

Isboti. (1) ni e’tiborga olgan holda Koshi-Bunyakovskiy
tengsizligidan foydalansak

cov, 1, (X .0).¢ [1.(x.0)z Lx)-e(0) | <
1
<[n1(0)D, ¢ ,,(X‘"’)j? . )
Bu yerda
Mf[’n'(én-g(ﬁ))}%[/"'é,,J-:é(x‘"’){_"U 7 (™ 0) e (™) =
C M, 2~ 2'(0) (8)

(7) va (8) dan (5) kelib chigadi. Endi (5) da tenglik bo*lishining zarur
va yetarli sharti g ,va [ ning chizigli bog*liq bo*lishidir:
’0 Inf, (£",0)=a,(0)g x)+ ay(0), a,(6)#0, x"e 4",
Bu tenglikni biror (6,.0)c ® interval bo'yicha integralaymiz

va natijada (6) ni olamiz. Demak, Ve @ :
0

p it (7 J‘a,(u)a'u. s i S G
0,

I-natija. Agar g(@)=0. g & C, bo‘lsa, u holda V0e ®:

- \ 2 ) [148,(0) |
uchun M,)(g"—(i) =D,g, +B.(6)> B*,(0)+* 4”1’(’2’-)“

304



e e T

Xususan, g ,=60,& C, uchun

= d
D0 —=
g n[(e),VGEQ.
Agar (5)da tenglik o‘rinli bo‘isa, g, baho effektiv (Kramer-
Rao ma’nosida) deb ataladi. # — «da baholarning asimptotik effek-
tivligini quyidagi kattalik bilan hisoblash mumkin:
o
O<eff(g,0)=t I Euua
”I(O)DH &
Misollar.
1. (0.0) dagi tekis tagsimot uchun (I) shart bajarilmaydi.
Demak, bu oila uchun (5) o'rinli emas.
[
E; /(‘\'.0):‘:4_“, b xe G :(0.'.73),96 G):(O.oo), T(X("))=i'\’~
Q1
[0,xe 217 =t
mukammal yetarli statistika; g(0)=8 ; 0, =1T(.\"”)) —~ MDBS:;
n

M6, =6: | D,0,] ,{;;/(()):L.;(7[7~(§,,qg)__.l;
i (o a-

: i \ i 2
fi{x"™g) '-\\l‘\"”(_’ -nln0 ;.
{ 0
Demak :"l,, effektiv baho.

2-8. Battachariyaning quyi chegaralari sistemasi
Kramer-Rao tengsizligini (11D-(V) regulyarlik shartlarini ku-
chaytirish natijasida yaxshilash muamkin. Biz siljimagan baholar dis-
persivasi uchun anigroq bo‘lgan Battachariya quyi chegaralar
sistemasini kiritamiz, Shunday MDSBlar borki, ularning dispersiyasi
Kramer-Rao quyi chegarasiga erishmasada, Battachariyaning biror k-
tartibli (k=1) quyi chegarasiga teng bo‘lishi mumkin, Kramer-Rao
cheparasi Battachariyaning k=1-tartibli chegarasiga tengdir. Battacha-
rivaning regulyarlik shartlari quyidagi teoremada keltirilgan. Ushbu

paragrafda biz skalyar parametrlik statistik modelni ko‘ramiz.
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1-teorema. (Battachariya teoremasi). { f,,(x”” ,9),9& (-)} — oila

uchun Kramer-Raoning (I), (II) regulyarlik shartlari va quyidagilar
bajarilsin:

(III)* Har bir i=1l...k va Y6e® uchun —:~/( x" 6)
(
hosilalar mavjud, { 5.0 € @} ga nisbatan deyarli hamma yerda chekli;
(IV)* Har bir i=1,...,k va¥0e © uchun:
[lf_'ifn(f"’,9)#‘”’(dr‘"’)<rf«;
a0
(V)* barcha i, j=1,...,k va Y6& ©lar uchun
8/ (n;( 7 (n))
(n) ) A X 9 l/’ ax <
ILB' e el ’/"( | £,(x™ p)

(VI)* k marta differensiallanuvchi g(9) funksiyaning siljima-
gan ;;,,(X(")) bahosining dispersiyasi chekli bo'lib, quyidagi shart

bajarilsin:
Barcha i=1....,k va Y0 & © lar uchun

J’é "(.\""’ )%‘-f"(x"" ,()),/1'"’(dx‘“’ )<w.
(%

V((J)=||V,‘.,(6)“i.l;n ~ musbat aniglangan matritsa, ¢ - nuqtada xos

bo‘lmasin,
|
V0= My | Ly (X 0 (x0) .
A7) w,f )} s, I
U holda ¥0e © uchun
~ ‘ 4
Dyg SX")z 3 Vi0)g(0)g ) (0) (1)
iy =l
Bu yerda NVU (9)“’ I"—'i“;=',_] ~ matritsa 7 uchun teskari,
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2"(0)=d'g(0)/do"i=1k. (1) da tenglik bo‘lishining zarur va
ycldlh sharti

(,' ( (u) g(()} ZC (9) ( - 9) .E‘;:f( m 9) () e arm )

tenglikdan iborat bolib, C, koeffitsiyentlar

k
S VO)C,(0)=g"(0),i=1,....k 3)
=l

— sistemani ganoatlantiradi.
I-natija. Hisoblab ko‘rish mumkinki

L0 (o I SR it
(375 0), B0 0) 2 B i ),

vektorning kovariyatsiya matritsasi Z(Q)ning determinanti

2 (1 (k)
Dyg 2 sk il
1) y 7
det{ 3(0)) =1 €. I‘_" Ili=D. P
Lip®) - o peieie

Bu tengsizlikdan foydalanib, (' o*rniga quyidagini yozish mumkin:

0 M), ..., g*®)
L0 - v

b o (x™) Vn e '(0) l”ge), 55 "FH).(4)

o “"'1'(”” . v ) X

lg® @) ¥, @), .. V@)
1) ¢(0) =0 bo'lsa, (4) dan

V(00 ks Vo)
i B3 : :

D (1) ||\_l l(i

(-5 e ()

l
),
l

‘ =1
nl((})
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2) Agar k=2 bo‘lsa, (4) ni quyidagi ko‘rinishda ham yozish
mumkin:
2
gV(8) %u(9)
g?(6) Vx(6)
iu(8) ¥i2(6)
¥i2(6) V2(6)]
bu yerda ¥;,(0)=ni(0). Demak, Battachariyaning 2-tartibli quyi

chegarasi Kramer-Rao quyi chegarasini yaxshilar ekan.

(5) tengsizlikda tenglik bo‘lishining zarur va yetarli sharti
f,,(x"”,e)ning (6) eksponensial ko‘rinishda bo‘lishi edi. Quyidagi
teoremadan eksponensial tipdagi oila uchun (1) da tenglik bajarilishi
shartlari keltirilgan.

2-teorema (Fend). {j;,(x'"’,@)ﬂe G);"oila uchun Battachariya
regulyarlik shartlari o‘rinli va u eksponensial tipda bo'lsin:

N L]
Degn(X ))2[ ”1(9)

111(0)

f,,(x‘"’,()):exp{l,,(x"")‘-}’,(GH v,(0)+ k"(.t“")}.‘l"l(/} ).=0j

k marta differensiallanuvchi g(@) funksiyaning siljimagan 2{”
bahosi uchun (VI)* shart bajarilsin. Agar V(0) matritsa musbat
aniqlangan bo’lib, Z;"ning dispersiyasi Battachariyaning (k-1)- emas,
k-chegarasiga erishsa, u holda ;;,,(X“") baho l,,‘,\'""')ning k- da-
rajali ko‘phadi bo‘ladi. Aksincha, #,( X )ning k-darajali ixtiyoriy
ko‘phadi dispersiyasi k-chegaraga erishadi.

Shuni ta’kidlab o‘tamizki, regulyarlikning (1) shartni quyidagi
kuchsizroq shart bilan almashtirishimiz mumkin:

(* supl’ (X(n)e U{ A o ar(m) . /;,(\""‘ .(/): “: J 0.

06O

Misollar.
i

1)
5 ! 22
1. f(.r,0)=9 mexpl—-x0 ™|, Qe ®=(0,0),xe 4 =(0,2),
m > 1— butun son, Bu yerda
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e TR e

1 —.L
f},(x("’s9)=exp% x0 m—Zj 9:}.

=] mn

¢(0)=6 uchun g (xm)= ’”'["Z/Yﬂ - sijimagan bahodir. U

n
,(.\"“'): ZX‘. — mukammal yetarli statistikaning m-darajali ko‘p-

hadidir. Demak, D, g, - Battachariyaning m-quyi chegarasiga teng
va g , —yagona MDSB.

2. l-misolda m=1 desak, /(x.0) — ko‘rsatkichli tagsimot bo*-
adi. o ¢ ok A (n) ("—]), . -l
ladi. g(@)=6" uchun g,,(/\ )—(u+l\ ) ZX[ — yagona MDSB
va uning dispcrxiyusi Battachariyaning k- tartlbh quyl chegarasiga teng

. i
U holda g (U)-— a6’ uchun g (X1")= Za/((+k )l [ZXIJ
yagona ,‘vll)\limng dispersiyasi o°zining &-tartibli quyi chegarasiga

feng

17(0) — matrisa Battachariyaning informatsiya matritsasi deb
ataladi & =1 bo*lganida u Fisher ©%rmatsiyasi bilan ustma-ust tushadi.

-4 o'p otlchovli parametr bo‘lgar hoida Kramer-Rao va
Battachariya tengsizliklari

L/ (3":0).0c ©f - zichlik funksiyalar oilasi vektor parametr
0=(0,,0,,..0,)c @ R gabog'lig bo‘lsin.

!, ol ' {ny) s 5 <k 3 p

e — =V IS =) At S ¢ — differensiallash ope-

|0} .07
ratorlar sistemasini kiritamiz.

Biz Kramer-Rao tengsizligini Battachariya tengsizligining
xususiy holi sifatida keltirib chigaramiz.
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Quyidagi tasodifiy funksiyalarni qaraymiz:

; 1
Il —— sl e (xl).g) 1<m <k
(8™ Hx)

Bundan nisbatlar umumiy sonini 7 bilan belgilab, ulardan quyi-
dagi vektorni tuzamiz:

L,,(X'"’;O)=(I,"(X'”’;6),....l," (x":0)).

Masalan, 0=(0,,0,). s=2, uchun r=5,
L" = (1"‘,11‘1"0,) _[""' ,/":.u'l"u.z ) = (llr"“lSr )
Battachariya regulyarlik shartlarini kiritamiz.

(I)** Kramer-Raoning (I) (yoki (I)*) sharti o‘rinli bo‘lsin;

(IN** @ = R yoki ® fazo R dagi parallelepiped;
(II1)** Barcha 6e ® va 1<m, <k uchun vim ' f, (x )~

hosilalar mavjud va {F,.0€ ©} ga nisbatan deyarli hamma yerda

chekli;
(IV)** Barcha e ® va 1<m, <k uchun
ot 9 ) () o
(V)** Barcha 0 © va 1<i, j<r uchun J,(0)=M, [/,,,//,,]
mavjud, chekli va W(O)::ﬂ.l,,((})u : matritsa ¥0e © uchun
) r

musbat aniglangan bo‘lsin.
(VD)**  Baholanayotgan G(0)=(g,(0)...z,(0)) vektor va

uning siljimagan bahosi Gl ® ) o (;, M(,x""’ )

6 nm

(x!")) uchun
\‘«""’"’G(G):(V"""g,(()),...V"""g,,,(O)) hosilalar mavjud wva barcha
j=lm l<m <k; e ® larda

J-JJ;' )yt ¢ () ;())l;t""(t/.\'(”' e

bo‘lsin.
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1 ( i, .
D(O) orqali -\V‘ ’G(G),lsm,sk} hosilalardan tuzilgan (rxm)-

matritsani va B(0)= M){G,,(X(" )., (et )}m belgilaymiz. Bun-
da D(O) matritsaning satrlaridagi hosilalarning tartiblanishi L vek-
tordagidek. A

I-teorema (Bolshev). (I)*-(IV)** shartlari o‘rinli bo‘lsin. U
holda B(G)—D(())W"(G?)Dr (0) nomanfiy aniglangan, ya’ni
Sz (zi0= 2o e R") uchun

—B(())_ 2 zD(6)W(0)D7 (0), VOe® (1)
tengsizlik o‘rinli. (1)da tenglik bajarilishi zarur va yetarli sharti
G.(x")-Ge)=L(x":0)w"(9) D" (0) )

tenglikdan iborat.

f-natija. 1) k=1 bo‘lganida, (1) tengsizlik Kramer-Raoning
vektor parametr uchun quyi chegarasini aniglaydi. Bu holda (2)
tenglikni  quyidagi ekvivalent formada ham yozish mumkin:

("0 ) " xe,

Inf (2 :U)' ‘\::/{ rf));rj; ‘,,‘(A\‘("))—g,((ﬂ], =

12}
o0, =]

Bu tengsizliklar sistemasi esa. 0°% navbatida, maxsus
eksponensial oilani aniglaydi:

7 (A:0)=expi T g \'("')‘l’,(())+‘l’“(l})+k"(x("))1. 3)

| =l J

) m-1, ya'ni skalyar funksiya uchun (2) tenglikni quyidagi

ko‘rinishda yozish mumkin: "( o '0) X" x@,

F e ¥ (/,, 0 .,n ;
g ") - g(0) (" 9)| l‘:(” e Z '/(o)aep() o
7\ x i=1
X =5 ((,)__"_;-’,'1__\ 4)
popel 2. 0,1 ...00,°



Agar (1) da tenglik bajarilsa, baho effektiv (k=1 da Kramer-
Rao va k >1da Battachariya ma’'nosida) deyiladi.
Misollar.

1. B =M6,6,),0=(0,.0,)c0=R" x(0.2), £(0)=0,,,(6)=0,
bo‘lsin. G(0)=(g,(0).g.(0)) uchun Gn(é,,, g{ ) baho siljimagan

bahodir. Bu yerda g,,, 3.'=-’l; X,, ga,, 5* = IIZ(X:“Y)Z~
i=1

n—

T M:

Ammo &” baho Kramer-Rao ma nosida effektiv baho emas, ya’ni
e =1da (1)da tenglik bajarilmaydi. Buning sababi esa (2) ning bajaril-
masligidan kelib chigadi:

7, (" :6)= [lg,,,(f"’) +8, (\J"’)( "“) |A’x,,( Ju))'l ( —LJ+

nd" n
9 s B P ﬁ_ln 5 )
+[ [202+Zln J ( (27)
— eksponenta ostida ;rz," gatnashmogda. Ammo to'g‘ridan-to‘g'ri

hisoblab, G, ning Kramer-Rao ma’nosida asunptotik effektivligini
ko‘rsatish mumkin. Bu holda

4 1 0 (H" 0 |
i - o@=[1 °) we). |
( ) 0 ﬁ ( ) \0 IJ ( ) | 205

: "-l \ " ’ &

29; iy = 1 205
det{ B(0)} = iy det{w ' (0)] 3
Demak,
f v | f o 1
7 dety (@)D () dety W' (0); i
G i) = ‘ ] i
o (GriG) det{ B(0)] - =

2. B =N(8,0%), k=2, g(0)=0?,0=(0,.0,), m
bo‘lsin. g ,= 8" baho siljimagan bo‘ladi. Bu holda (4) bajariladi:

_]_L 69, - 9 ¥ ’H"
I || n=1 06, n(n-1) J

g.,-8(0)=
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Demak. D, g , Battachariyaning 2-tartibli quyi chegarasiga teng

va g, baho Battachariya ma'nosida effektiv bo‘lar ekan.

4-§. Asimptotik effektiv baholash

Ko'p hollarda baholarni asimptotik ma’noda solishtirishga
to‘g'ri keladi.
1-ta’rif. Agar n — « da ixtiyoriy g¢'e © uchun

M, (g ,,—s:(f?))2

. 7
-‘lu(g _g([)))
munosabat o'rinli bo‘lsa, g €® baho g(@) uchun asimptotik
effektiv deyiladi.

Ushbu ta’rifni ma’lum baholar sinflari uchun ham keltirish
mumkin. Agar C, siljimagan baholar sinfini olsak, (1) ifodani
quyidagicha yozish mumkin:

lim sup

n—sor

<1 (1)

D, g
<. (2

Dg )

asimptotik normal baholar sinfi bo*lsin, ya'ni V0" e C,, uchun

(0" =0)Jn = .:\f{o;i’;)

limsup

o

o‘rinli.

2-ta’rif. 00 baho O uchun asimptotik effektiv deyiladi, agar
ixtiyoriy 0, ¢ g uchun

o (0)<ol(0) (3)

munosabat o'rinli bo'lsa. Bu yerda o” (@) va o (@) lar mos ravishda
(" va 0 baholarning tarqoglik koeffitsiyentlaridir.

Ju ilkki ta’rif ekvivalentdir: 0°e €, bo‘lsin, u holda n— o da

M, (0" -0) (T;f(lw r,(0)). 1,(0)=>0.
n
(1) ifodaga asosan

M, (6" ~0) < M, (0, -0) (1+#(8)), r =0,
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ixtiyoriy 8" e Cyq da (3) ga ekvivalent. £, orqali quyidagi shartlar
o‘rinli bo‘ladigan baholar sinfini qaraylik:

lb(6)|55(0;n)/\/;, |b'(0)|55(0;n). M,(0°) <c<e,
bu yerda n—>w» da s(9,n)=0(1) va h(6) siljish kattaligi, ya'nj
M, (6" -6)=b(6).

Teorema. Regulyarlik shartlari orinli bo‘lsin. U holda C, da
ixtiyoriy Kramer-Rao ma’nosidagi asimptotik cffektiv baho C, da
asimptotik effektiv bo‘ladi.

Isboti. 0  Kramer-Rao ma’nosida asimptotik effektiv baho
bo‘lsin, u holda
140(1)

(@)
Kramer-Rao tengsizligiga ko‘ra barcha 6 e ', uchun:

M, (6" -0) =

nmme,,n(n -0) =1 H(0)= lim M, n(0, -0)’.

N

5-8§. Bahadur bo‘yicha asimptotik effektivlik

(’/"‘"),4’/} in) ,{P,f") e (‘)}) statistik model va 7, noma’lum
parametr ¢ uchun baho bo‘lsin,

{7',,} baholar asimptotik effektiviigini 7, (|7;, —(l!' 7) ehti-
mollik bilan o‘lchashni R.Bahadur taklif gilgan.

Har bir kuzatilmaning zichlik funksiyasi /(x:0) bo‘lsin,

Teorema. 7, noma’lum parametr £ nchun asosli baho bo‘lsin,
U holda ¥y’ >y uchun quyidagi tengsizlik o‘rinli:

tim 1o B{|7, ~0]> 7} > i ’(/(”Ug ) 1(x0 + 9 W(d). (1)

Isboti. Yensen tengsizligiga ko‘ra:
(x:0+y')

-l

J(x:0+7")dv <In j(/(.\’:H )dv =0
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L 5, -6l>y, N
ﬂ lTn gl 0°lsin, u holda ixtiyoriy d >0

uchun quyidagi tengsizlik o°rinli:

L o f(x:0

PiIT,-6|>7}=M,2,2 JW{{A}' /
[ R

M, 3 A4 ; Al S
l'\ ]lo; -/(x,ie) <(-3l >
>e ’/” o f(x 0+ y')
2 17’ S ! 72—0 '\/;/I—'P»_ [ A e ) .
l.‘ i | J ; ?Ln' f(x,;e) >e l}]

7 - asosli baho ekanligidan ,‘,‘}}31’«”“% —9‘>y}=1 tenglik

orinli bo‘ladi. Bu yerda d=n(K+¢g),e>0 ixtiyorly kichik son.

K atta sonlar qonuniga ko'‘ra

|y A5 P 1l & flx; O0+y'
W ), Mo, »{{12 M i
I Ax;:9) I e f(l'/;e)
f(x,047)) |
M , \, LA 'vl >E‘} -0
/(\,2(') Un—wz
Demalk, barcha katta n larda
) T sl o 1 —w(Kee
P lr, uy-ygisc /:E“ (K+ve) M

tenpsizlik quyidagi Bahadur bo‘yicha asimptotik effektiv bahoga

keladi: V7 asosli baho uchun

» [T w! 1 _l_(_\_q_)_ s N
in 7y {7, =0]>7} !“}tl»;«” ‘jln /'(.\‘:U+r)/(."0+/)d‘ S

f(x,0) chekli /() Fisher informatsiyasiga ega bo‘lsin. U

1
lim lun
js0n-sx ¥n

holda (2) ifodada « =2 deb olish kerak.
£ )



)

T bahoning effektiv standart og*ishi 7, =7, (67,7,
B,{|T,, -9|>7}=\/:72:: T e-,,Z,Zdu=P{]§IZTL ;
riz, \ n

ifoda orqali aniglanadi. Bu yerda & ~ N (0:1).
Demak, 7, — asosli baho bo‘lishi uchun zarur va yetarli shart
Vy>0:7, - 0. Agar

n—rs

*
z g ~ut/2 1 -2
: 2e'z<'|‘e'“du<—e"
+2 5 z

tengsizlikdan foydalansak, u holda

lim lim 1 il bl
— T __mB{|T,-0|>r}=——————

P=r® N6y’ 2 y—® n—ow ,,,5

o‘rinli bo‘ladi.
X BOBGA DOIR MASALALAR

Quyidagi modellarda keltirilgan baholarni effektivlikka tekshi-

ring.
Ne Model E Baho
1. | N@;o”) ii/ X,
2. | N(a;0%) 16" =5°
3, | Ge(9) |6=1/(1+7%)
4. | Ty, O=x/7
: -2
5 A/'(x,@):e""a(]-ke"””) x.fe R p =%
6. | E©) gai
X




XI BOB. NUQTAVIY BAHOLASH USULLAR]
1-§. O‘rniga qo‘yish usuli. Momentlar usuli

Statistik model (7" 27 ") dagi tagsimotlarning {P} oilasi
pilan berilgan bo‘lsin. Biz VIII bob 6-§ da baholaming ta’rify,
xossalarini va ularga misollar ko‘rgan edik. Endi nugtaviy baholamj
qurishning ba’zi keng tarqalgan usullari bilan tanishib chiqamiz. Biror
g=0(r) (vektor yoki skalyar) funksionalni baholash masalasin;
qaraymiz. P. orgali empirik tagsimotni belgilaymiz:

P.(B)=2YI(X,e B), Be 4.

ng

Bu yerda . (x)= Pu((~=.x)) (VII bobni 2-§iga qarang). 6 ni baho-
Jashning tabity usullaridan biri — o ‘rniga qo‘yish usulidir. Bu usulga
ko‘ra, 0, =0(P,) baho P o‘miga P,ni qo'yish yordamida quriladi.
junday babolarning xossalari, albatta @(P) funksionalning xossala-
riga bog‘ligdir. Masalan, VII-bob 3-§ oxirida ko‘rilgan ;1"(1,5”) sta-
tistika g (F) = h |( v)dF(x)) funksional uchun o‘rmiga qo‘yish usuli
bahosi bo'lib, /7 funksiya uzluksiz bo‘lgan holda kuchli asosli baho
bo‘ladi. Ko‘p hollarda @(P) funksional biror E(B.P):O tengla-
maning vechimi sifatida noaniq shaklda beriladi. Bunday hollarda
0 =0(Pr) uchun baho I;‘((),l’,,).:: 0 tenglamaning yechimi sifatida
aniglanadi. Endi omiga qo®yish usulining ba’zi xususiy hollari bilan
tanishib chigamiz.

Statistik model { £, .0c ®}, @ = R’ oila bilan berilgan bo*-
lib, 0 =(0,.0,.....0, ) noma’lum parametr bo‘lsin.
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Momentlar usuli. G(6)=(g,(0)....g,(0)) vektor funksiya
uchun biror asosli é,,(X("))=(§,,, (x Yz, (x )) baho mavjud
bo‘Isin. Momentlar usuliga asosan, 6 =(6,...0,) uchun éz(é," ,...,(9;")
baho sifatida G(6)= G, tenglamaning, ya’ni

g(0)=2,(x"), i=1...s
sistemaning yechimi olinadi. Bunday baholarning xossalari g,./i=1,s,
funksiyalarning xossalari bilan aniglanadi. Odatda g, (0)= M, q,(£),
i=1,s, (masalan, a(&)=¢") ko'rinishda tanlanadi. Bu holda katta
sonlar qonunidan foydalanib, g, sifatida a, (<) ning empirik momen-
tini tanlash mumkin:

~

(m)_ 1< e

gm(X )———’;lz,a,(,\/).l~ e

1-teorema. Faraz gilaylik, g, (0) i=1s funks‘iyalur @ da uzluk-
,,,U)H

- yakobian nol-

siz hosilalarga ega bo‘lib, ./, (0 )= de l/

dan fargli bolsin. Agar (1) sistema ycch|m1 6, yagona bo‘lsa. u holda
bu yechim 0 uchun asosli baho bo*ladi.
Isboti. G:® > + desak, G': % —® — bir giymatli va uzluk-

P i

sizdir. g, —» g,, =1,8, ekanidan, 1 ga yetarlicha yaqgin chtimollik
i

bilan G,e » . U holda (1) dan 6, = G™'(G, ) va G ning uzluksiz

i
ekanidan, n —» = da 9,,—)(}"'((;(())):()

Misollar.
LE= N(ﬁ, ,992). 0 =(0,.0,)e ®=Rx(0,%) noma’lum para-
metming momentlar usuli bahosini topamiz: g, (0)= M, & =0, .

2,(0)=M,E* =6, +0, ckanidan
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ne

] 4 = 2 1 3

tg"" :_I_ZXII =6 +6,; |l9:n gs 7_,Z=E(X X) ;
i1

J,(0)=1. Demak, 0, :(;,S) baho (6,.0,) uchun asosli baho bo‘lar
ekan.

2. F,=R(0,0).6>0 modelda noma’lum parametrning
momentlar usulida bahosini topamiz. Avval momentlar usuli bahosini

1-moment orqali topamiz. Ma’lumki, g (@)= M,& =g ekanligidan,

0,, = 2x momentlar usuli bahosi bo‘ladi. Endi momentlar usuli baho-
si k-tartibli momenti orqali topamiz:

£; (() J.\ d_x__—

A o 3 ; ;

u holda 0,, = y/(k + 1).\ momentlar usuli bahosi bo‘ladi.
3. £, = N(0.1), 0 >0 bo‘lsin, noma'lum parametrni moment-
lar usuli bahosin topamiz: g(@)= M,& =0 eckanligidan §"=; mo-

mentlar usuli bahosi bo‘ladi. Shartga ko‘ra 0 >0, lekin x manfiy
bolishi ham mumkin. Shuning uchun agar x < 0 bo‘lsa, baho sifatida

0 ni olish kerak va agar x> 0 bo'lsa, baho sifatida x olinadi. Demak,

# e |
0 |||.1\,'(l,\’

momentlar usulining “to‘g‘rilangan™ bahosi bo*‘ladi.

2-8. Haqiqatga maksimal o‘xshashlik usuli
; / dhy
Faraz qilaylik, { P, ,0c O} <<y, (x;O):—‘—IlT(x) va 6,#0,0,,

0, @ uchun /,’,I 7 If’," 0,,0,¢ © bo‘lsin. Biz (Jz(()l,...f)j)e ®c R

vektor parametrni  baholash masalasini qaraymiz. Hagigatga
o'xshashiil  funksipasi deb, 2 "'x® da aniglangan nomanfiy
£ Ax":p)=Cf, (x:0), (x:0)e 72" x© ko‘rinishdagi funk-
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siyaga aytiladi. Bu yerda Ce (0,0) — ko‘paytuvchi 6 ga bog'li
emas, ammo " ga bog‘lig bo*lishi mumkin va
7. (":8)=T1/, (x:0) ~ tanlanmaning zichlik funksiyasi.
=l
1-ta’rif. Hagiqatga maksimal o‘xshashlik usuli  bahosi
(HMO*UB) deb, quyidagi munosabatni ganoatlantiruvchi 2z LGiJE
olchovli 8,(X™): 2" @ statistikaga aytiladi:
7 (X6, )= max{ £ (X" :6)). (1
Demak, @,ni topish, f, ning maksimumini topishga ekvivalent

erishishi sababli, (1) tenglikni In | uchun ham quyidagi ckvivalent
ko‘rinishda yozish mumkin:

o An) ) ; of o = |: ’,L.]_“ X :
0,(x )_Arg%x{ fin (x:6) Py (k) A;;,rlxypi(’nlzlln_/( X,:0)1. )

masala ekan. f, va Inf, funksiyalar bir xil nugtalarda ckstremumga

Ba’zi hollarda (1) tenglama yechimga cga bo‘lmasligi ham
mumkin, Odatda HMO‘UB fiksirlangan x" ¢ 2 " da 1 (x"":0)
0 ning uzluksiz funksiyasi bo‘lgan hollarda qo‘llaniladi. HMO‘UBlari
yagona bo‘lmasligi mumkin. Endi bahoning bunday nomlanishini biz
fagat diskret holdagina (# — sanogli o‘lchov) tushuntiramiz. Bu holda

f(x:0)=FE(§=x) va
5 (9} = B (X = 4) ﬁ/ﬁ(ﬁ X, ).

Demak, biz én sifatida f, ehtimollikni maksimallashtiruvchi para-
metr giymatini tanlar ekanmiz,

l.Agar @< R bo'lib, ixtiyoriy x"e /") uchun
f,,'(x‘"’;ﬂ) funksiya @ bo‘yicha differensiallanuvehi va o'z maksi-
mumiga @ning ichki nugtasida (@ ga biror oralig'i bilan tegishli
bo‘lgan nuqtada) erishsa, u holda 0, baho quyidagi shartni ganoat-
lantiradi:
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B e o

5/,:(.v(") ;8)

> s é lnjl ( (n) 9)
co =0 SOkl

o3, 0=6,

n

bu yerda

dlnf, {amf, ahnf,
GRS T )
2. Agar Kramer-Rao ma’nosida effektiv baho mavjud bo‘lsa, uni
HMO‘UB yordamida topish mukin (X-bob 3-§ dagi 1-natijaga qarang).
3. Yana shuni ta’kidlab otamizki, agar HMO*UBsi én yagona
bo‘lsa. u yetarli statistika 7 ning funksiyasi bo‘ladi. Haqiqatan ham,

VilI-bob 3-§ dagi Ncy.nan Fisher alomanéa asosan:
; t“"'——'} =T 0.
co o0
1] 4‘,‘,‘, l?:(;,,

Ammo ¢, ning 0°zi yetarli statistika bo‘lishi shart emas. Bunga
biz quyida misol keltiramiz.

IMO*UBsining yana bir muhim xossalaridan biri -~ uning para-
metini almashtirishga nisbatan invariantligidir. Bu trivial da’voning
isbota1z keltiramiz. @ — fazo & ' dagi interval bo*lsin.

I-teorema (Invariantlik prinsipi (Zexna)). g(0):0 > »
funksiya berilgan bo‘lib, fazo R™ (k< s)dagi interval bo‘lsin.
Apar (), baho O parametr uchun HMO‘UBsi bo‘lsa, u holda g(())

uchun g, ;g({.'., ) HMO*UB bo'ladi.
Misollar.
1. 77, binominal tagsimot bo‘lsin:

r (5" ;9) = co™")( (Lg)r T (‘:ncu-‘f_

Bu yerda e © =(0.1), 7(x™ )::Z/\” — yetarhi statistika. (3) dan
; i=1



olnf, _élf, =__T(x(n))__( _7())=0.

a0 a6

Demak, 6, = —l';T(X(")) ~HMO‘UB.
2By RE06)s (0.0) intervaldagi tekis tagsimot bo'lsin,
f”(x(n);g)=9-n1(0$/\’(")$9), fe©=(0,2), bu verda

(x")= Xy = max{ X, | — yetarli statistika.
% I<isn

Chizmadan ~ ko'ramizki, @, =X, baho 0  uchun
HMO*UBsidir.
3. I} tagsimot (0—-;—,0 +—;—J mtervaldagi tekis tagsimot uchun

fn(.r‘");e)=I(G-—-;—Sxmﬁx(n)59+%)< 1y =350 5, + 3)

Oe ©=(-»,»). Bu holda HMO‘UBsi yagona emas. 0, sifatida

(X‘,,) o X(,) : ) intervaldagi ixtiyoriy nugtani olish mumkin:

~ (1)

i .oz 42) 1) X o
On :E(XIU+X("))’ L =(X(n)-€)+{"‘/(l) _‘Xm) + l)("-" X,

b =(% *':1')‘(""0) =Xy +1)Cos’ X, ;-
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il 2 2)
Bu holda 7(x! ’):(X(,)ZX(,,)) yetarli statistika, ammo 6,

~ (3) 2 ot
0, lar 7 ning funksiyasi emas.
4. =N(6,.0;),6 =(6,.0,)e ® = R"x(0,20). U holda

f,,(.\"") 0)= L pr%———Z(,\ -0,) },
9*"(”)

_1,_

va

I'ln/ = lZ\ —)10,|_]_
) co, 0 |

\
ll“,/,,ﬁ_n 1 bl 7 ol
T §("' O

Bu sistemadan (31” =% (31.” = §? baholani topamiz. Bu baholar
yetarli statistika 7(x") ):‘ 2 X, E ) ning funksiyasidir.
=1 =1 )

Sn=(o)] (/) — parametrli logarifmik normal tagsimot

bo‘lsin. U holda ¥ =In& tagsimoti A (U,-US) bo'ladi. Malumki.
‘ 03
£,(0)=My& - c.\p‘ 0, +—= j,
\

g 0)=DyE =gy 3(())| cxp((),: )—-l].
I-teorema va 4-misoldan g(0)=(g,(0),&, (0)) uchun baho
£, (_'.' s an l bu yerda
=81 ((), ) = cxp(f-u %S?).
‘: ) ;.'»‘(/flu) g .,,lr:xp(S )—1:\.
5=1Smx,: 52 L3y~
i

L=



Biz ushbu paragrafning oxirida HMO*UBlarining eng muhim
xossalaridan biri — asimptotik effektivligi hagidagi quyidagi da’voni
isbotsiz keltiramiz. Bunday xossaga ega baholar eng yaxshi asimptotik
normal baholar deb ataladi.

2-teorema. 0, =(§;,. ,...,é,,,) baho 0=(6,...0,) parametr
uchun HMO*UBsi quyidagilar o‘rinli bo‘lsin:

1)6,-0=0,(1)n—>=;
ain 1, (X))

af

i

2) Barcha i=1,...5§ va O€® lar uchun

hosilalar mavjud va 1 ehtimollik bilan chekli bo*lsin;
3) e—0da

i n).p) (n)
p [P 60 0) 2 () e)I/” (X0 )a

i‘""()lﬁ'-'l 00,00, 00,00,

bu yerda H(X‘"’;B )2() — tasodifiy funksiya £, ga nisbatan in-
tegrallanuvchi;
4) Fisher informatsiya matritsasi /(0 )= “l” (0 )“ | musbat
i, J=1,s
aniqlangan.

2In f, ( \‘"’1;} m/ (x‘“' u)

Bu yerda /1, (0)= M, [ 7 %, r
~ r
U holda n(6, —G)H:tv((l.l"(())). Bu yerda v(0,7 (0))-
tagsimoti N(O,l "(0)) bo‘lgan s-o0‘lchovli tasodifiy vektor.

5-misoldan g ,.=(f,52), g(0)=(0,.('§') uchun HMO*UBsi
ekani ma’lum. X bob 3-§ dagi 3-misoldan Fisher matritsasiga teskari

matritsa ko‘rinishi
3\

1"(0):[95
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N e R

2-teoremadan

e v(0.17(0)).

>0

\[’;(.\‘:—61
\s?-02
Demak, (;,S :) va (;.5 2) baholar asimptotik ekvivalent eka-

nidan ularning eng yaxshi asimptotik normal baholar ekanligi kelib
chigar ekan.

3-§. Bayes baholash usuli

Parametrni baholashning Bayes yondashuvi mohiyati noma’lum
parametr 6 ni tasodifiy migdor deb qarashdan iborat. Bu parametrning
zichlik funksiyast aprior zichlik (aprior - tajribadan oldingi) deb
ataladi. Bayes yondashuvida noma’lum @ parametr zichlik funksiyasi
/(0) bo‘lgan tagsimotdan tasodifiy ravishda tanlangan deb faraz
gilinadi.

Jayes sxemasida yechim gabul gilishning to‘rt asosiy ele-
mentlarini ko'rib o*tamiz:

I. (#¢ .27 .P) statistik modelda P tagsimot £ ={P,,0c ©}

oilaga tegishl, © esa k-o'lchev!i Evklid fazosidagi intervaldir.

2. h(@)ning. » -aprior tagsimotlar oilasi (©,77) oflchovli
fazods aniglangan, bu yerda .7 —~ @ dagi ¢ -algebra.

§ botlishi mumkin bo‘lgan shunday yechimlar to*plamiki,
ixtiyoriy d' clement ./ dagi 74 -o‘lchovli funksiyadir,

4. 1.(0.d) talofatlar funksiyasi ®x 77 da aniglangan.

Fanlanmaning zichlik funksiyasi i Gl X" ning 0 beril-
panidagi shartli tagsimot zichligi, aprior zichlik funksiya esa h(0)
bo‘lsin. U holda X" va €@ ning birgalikdagi zichlik funksiyasi

2(x".0)= £.(x":0)h(0)

bo‘ladi. Bayes formulasiga ko‘ra 0 ning X "= X" berilganidagi
shartli zichlik funksiyasi
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S (17 :0)h(6) (1)

h@x" )=
: ; I £, (=" :0)h(6)do

(C]
ga teng. (1) zichlik funksiya apesterior zichlik (aposterior - tajribadan
keyingi) deb ataladi. Shartli matematik kutilma xossasiga ko‘ra:

barcha 6~ =(p(x"”) funksiyalar orasida € uchun eng yaxshi baho
kvadratik risk funksiyasi AM(6 —@(x"’)*ni minimallashtirish ma’no-
sida
0y =M(0/x") = [oh(@ / x'" )do )
(°)

hisoblanadi.
1-ta’rif. (2) va (1) formulalar orqali # uchun aniglangan 0y,
baho aprior zichlik funksiyasi /() bo’lgan Bayes bahosi deb ataladi.
Misol. X ..., X, ~N(6:1) va 0 parametr tagsimoti :V(szf")

(o” — ma’lum) bo‘lsin, Noma’lum parametr 6 ning Bayes bahosini
tuzamiz.

Noma'lum parametr 6 tagsimoti ;\’(();rr") bo‘lganligi uchun

A Sy el 1
uning zichlik funksiyasi h(0) = e @e R,0 >0 bo'ladi.
2no

X' tanlanmaning zichlik funksiyasi esa

I : ii( Y, //,7
sye :
(27)

fi(#7.0)=
h(0 7 x'"") aposterior zichlik h(@) - f (,\""’,(I) ga proporsional:

S R : B0 0? + : I
expj-p-gz‘?("r@) lf-*expl[’!-—(—i—-—'—’: nf - ’1‘_: ;}

Har ikkala tomon darajalarini tenglashtirsak.

( il : e x

S fiomeLva)o- 2], Vo, o
2\o 2\a’ lie*+n) 2(1/c"+n)
hosil  bo'ladi. Bu tenglikdan A0 /x"")  aposterior zichlik
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“E_

N (_LL ) tagsimotga ega ekanligi kelib chigadi. Demak, 0

l+no” 1+nc”

uchun Bayes bahosi quyidagiga teng:

0, = [0h(0 /x'" )do =

] l-Hm'z
Endi Bayes ma’nosida yetarh statistikalarni aniqlaymiz.
2-ta’rif.  S(x"):(«,2,P)— - (7 .0 ) statistika .

uchun Bayes ma’nosida yularh deyiladi, agar barcha He .~ uchun,
deyarli hamma yerda

16 /5(x))=nle /") 3)
munosabat o‘rinli bo‘lsa.

Demak, Bayes yondashuvida yetarli statistika orqali hosil bo*l-
gan aposterior zichlik tanlanma orqali hosil bo‘lgan aposterior zich-
likka ekvivalentdir.

Misol.

2. N(6,.0; ) modelni ko‘raylik, bunda 0 = (8, .0,) noma’lum
parametr va ©={(6,,0, ):~0<6, <+w, 0<6, <+w0}, Xt (0 X )
tanlanma berilgan 0 =(0,.0,)larda shartli zichlik funksiyasi quyidagi

ko‘rinishga cga:

(2 ..x, 10,.0,) =(27) " 65"

¢, va ¢/, lar aprior zichlik funksiyasi h(6,.¢.) bo‘lsin, u holda
ular uchun aposterior zichlik funksiya quyidagi ko‘rinishda bo*ladi:

0510, 05 Yexpl ~(n/262 50, Y {11267 )5 (x-3)’ }
g ,‘\. ,__h i=l

RO, 405 1 Xyoriin i) X

40 o
[ doy | do,-0;" {6, 0, )
0

-0

uv\'p:' (n/20; )(A\ »~()"); —(1/20; )ZI(\ e \’) } )
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(4) ifodadan ko‘rinadiki, (6,,0,) ning aposterior zichlik funk-
siyasi (;,i(x! -;)2 } statistikaga bog'liq. Bu statistika N(6), o5y

=1 » ¥
model uchun Bayes yondashuvi bo‘lmagan holda minimal yetarli
statistika edi. Ma'lumki, x va i(x,—;)' statistikalar bog‘ligsiz va
=1
ularning zichlik funksiyalari mos ravishda

112 o
50,0, =2 xp =250 <<, (9

va

Ay =(n1Y, g2 \ (02 Tl (n-3)2 [,_ Tl 0 2t
f(.v,Bz)—[r(—z-XZGZ } U s cxp} il sJ/, <s<@ (6)
rsiay R 4
ga teng. (5) va (6) ga ko‘ra berilgan ' ’~Z(-", -x) | da (0, .0, ) ning
A\ =] 4

aposterior zichligi

h(a, 0, 1%,3 (x - %) |-

=] /

{):"‘h(ﬂl,e,)exp{—(nlmj )x-0) ~(1/20; )}__‘( \,~})}

= AT BB )
= Jd(}l‘_!'9;”/1(0],91)cxp{(n/ 20; )(x~6,) ~(1/20)3 (x - x) ;,m
ko‘rinishda bo‘ladi. (4) va (7) ni solishtirsak,
- et
16,0, 17,35, =)' )= 1(6,.0, x, ...x, ) ®)

bo‘ladi.

Demak. (;Z(x -;)) Bayes ma'nosida yetarli statistika ckan,

Bu misolda Bayes va nobayes ma’'nosidagi yetarli statistikalar
bir xil ekan. Quyida keltiriladigan da’voda bu ikki statistikalar
ta’riflari ekvivalent ekanligini ko‘rsatiladi.

Teorema. ( 7/ x®,74 x. 7 Px H) ehtimollik fazosidagi ixti-
yoriy Bayes modelida S(x"):(2 .05 ,P) (74 ,7,0") statistika
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l...-kvwﬂt-——————*f

uchun Bayes ma’nosida yetarli statistika bo*ladi, agar u fagat va
fagat 7 uchun yetarli statistika b9‘1§a_
Isboti. Avval, agar S statistika 27 uchun yetarli bo‘lsa, u
holda u Bayes ma’nosida ham yetarli statistika bo‘lishini ko‘rsatamiz.

Agar S — yetarli statistika bo‘lsa, faktorlashtirish teoremasiga ko‘ra:
1o (= -0): l//(S(A\""))_Q). k(x(")) )
kenglik o‘rinli. U holda aposterior zichlik
) S(.-‘") 0
o/ .\—""):__’(_.M (10)
i (@Y s().0)ae
©

(9) ga ko‘ra (")) statistika hosil qilgan zichlikni quyidagi
ko‘rinishda yozish mumkin:

1 (:70)= Sy (41,0) A

S(x) jnoi @ ning aposterior zichligi

3 MOy (s:0)
(. (") _ )meo—————
(o/5(")=5) [ H(0)(s5:0)d0) "

(C]

0e ®,

ko'rinishda bo‘ladi. Bulardan o/ ,\‘(”)):17(0 /S(.\'("))) ckanligi
kelib chigadi. Demak. § — Bayes ma’nosida yetarli statistika bo‘lar
ekan.

Fodi. agar S Bayes ma'nosida yetarli statistika bo‘lsa, u noba-
yes ma’nosida ham yetarli statistika bolishini ko‘rsatamiz. Ta’rifga
ko'ra A(0 / x) aposterior zichlik funksiya 74, — o‘lchovli funksiya @
va fiksirlangan 0, da #(0)>0 va h(0,)>0 bo‘lsin. U holda (1) ga

ko‘ra

o) £(:"e) - Ho)

By g e | P (12
0, /x) /”(\(n)ﬂ") ;,(()“) )

In

ju yerda y (x\,0)=1n| 7. (¥ 0)/ £, (x™ 0, )]~ hagiqatga o°x-

shashlik funksiyasi logarifmi. Ixtiyoriy fiksirlangan € da l//(.\‘l”] ’0)

329



funksiya 7, -o‘Ichovlidir. U holda h(6)>0, h(6,)>0 lar o'rinli
bo‘lgan ixtiyoriy 6 va 6, lar hamda (12) ga ko'ra:

in £, (<" 0)=1n7s, (" .0,)+v(s(x"),.0). (13)
bu yerda

() o\ HE/x) . H6) 3’a
l//(S(X )ﬁ)..ln W, /%) L h(e, ) Gucy

va k(x") = £,(") 6, ) deb olsak, u holda

j;,(x(") ,6)= k(™ )cxp{w(S(x("' ).0 )}
o‘rinli bo‘ladi. Demak, S(x("’) — (nobayes) yetarli statistika ekan.
Demak, agar 5(") statistika 2# uchun yetarli statistika bo‘l-
sa, uholda H(@/x" )= H(6/S) bo'lar ekan.

4-§. Minimaks baholash

7, va T, baholarni “yomon” nuqgtalarda solishtirib, minimaks
baho tushunchasiga kelamiz. R(7.0) funksiya € ni baholashda 7'
statistika qo‘llanilgandagi risk funksiyasi bo‘lsin.
Ta’rif. Agar V7 e ©, uchun
sup R, (T,:0)= ir;t' sup R, (T:0), ()

0:.6] By

tenglik o‘rinli bo‘lsa, u holda 7 e ®, < ® baho noma’lum parametr
6 uchun minimaks baho deyiladi.

I-misol. X ... X, ~ Bi(1;0) bo‘lsin. Ma'lumki, 5"’ Z,Y‘
statistika bu tagsimot uchun yetarli statistika bo‘ladi va uning ftag-
simoti

POSE Sy Ci ot (1-0)"", k=0,1,....n
bo‘ladi. Demak, §" ~ Bi(n;0). Noma’lum parametr 6 ni baholash

masalasini ko‘ramiz. Bu tagsimot noma’lum parametrik @ uchun
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momentlar va hagigatga maksimal o‘xshashlik usullari bahosi tanlan-
ma o'rta giymatidir: 7(X")) ZX O‘rta qiymat baho sifatida

quvidugi xossalarni qanoatlantiradi:

siljimaganlik: M,T = _ZM\I MX, =0

=1
Rao-Kramer ma'nosida effektivlik:uning dispersiyasi

1 & DX ;

D7 == Dy, = S SO RIS
n =l n bl nl (0)
9(1-6)

asoslilik: Chebishev katta sonlar qonuniga ko‘ra V& >0 uchun

D,T @

et L L’g) 0.

5 ng-  nox

[Lekin tanlanma o'rta qiymati minimaks baho bo*lmaydi. Buni

ko‘rsatish uchun quyidagi bahoni ko‘ramiz:

@)

P (|T-6|2¢)<

T X )n+l\m
Fn) i yAm)n NI 1 b3
T (X )=T(X ) £

—+ = (3)
NS Z‘.(\/;M) n+\/;
(3) bahoning matematik kutilmasini hisoblaymiz:
1 1
nMgT+—n 1o+ \/n H'*'z_\/':
M,1 Gt =YL 5§, )
ntvn nNn { e
n

Demak. (3) baho asimptotik siljimagan baho ekan. Endi (3)
bahoning kvadratik riskini hisoblash uchun daslab 2-tartibli momenti-

ni hisoblaymiz:

R AT
u‘\/,;(\ul t,’)

it 15t
€Mpi(15) g lnM,[ 0—\/MM[,T =iz
: (n++n) (IH \[H) ; 4‘
{3l
) ”U— +0* \ P\[n()Jr L‘
(n ~j‘u)‘ 1 "
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2 p—
i J_) {9(1 —6)+nd ¥+ Ll it (5)

(4) va (5) ni inobatga olsak, kvadratik risk funksiyasi
M, (T" -9)2 =M, (T ) =20-M,T" +6° =

Joa- ~0)6% + 0+ 4 -

(1+J—)

_29[&94._2.] e .t oL +
1+ (+n)  (+dn)? (+dn)? (+Vn)?
e 5 - n___2n ﬂ
a0+dny  Wdn +7n (Y (i) T '
O S
(+dm?  (+dn)2  1+Jn'| a(144/n)?
—0? —1+n—2\f;(l+\/r_y)+(l+\/r_1;2n+e HJ""'":”’”-»
(I+«/;)2 U (14+Jn)? J
1 1
+ - —_— (())
4(14dnyt  4(14dn)?
(6) tenglik noma’lum parametr 6 ga bog'liq emas. (1) va (6) ga
ko‘ra

Sup M, (T -8)? =sup209) .. 1
e O 96 n 4n
* | 1
SUpM (1 =0 = ———— < — |
Rﬁ.g 4 ) 4(14+/n)?  An
ya'ni
PM (T" ~0) < sup M (T ~0)". (7)
e

(7) ga ko‘ra T" baho 7 bahoga nisbatan kichik riskga ega ckan.
Demak, 7 o‘rta giymat noma’lum parametr ¢ uchun mmlm.xkx baho
bo‘lmas ekan. 7" baho T ga nisbatan yaxshi ekan. Endi 7" baho Bayes
bahosi ham bo‘lishini ko‘rsatamiz. H(B) aprior tagsimot va uning
zichlik funksiyasi [0, 1] da

332



i 1 i !
no)=(01-0)z"'| [(e-0)2 'd ®)
0

bo'Isin. Ma’lumki, Bayes bahosi:
; [o5, (x" 0yh@)do

T(X"MH)=2 g ©
[, (x:0)h(0)do
€]

Jikdan hisoblanadi. £, (X"):0)= B, (S(X")=k) va (8) ni (9)

g R : ; :
i Bayes bahosi ko'rinishi quyidagicha bo*ladi:

ga qoysak. r
[ 0/4 “__9 )N—A 9u—l (1_9 )l»-l do
F(xmy=0 __atk
T'(- T = e 4 atbtn’
[0" (1-8)"" 8" (1-8)"" de
(1]

(10)

L, k=S(X™M)=3"X,.

bu verda a="b
y =1

L ol
—/n+nl l-n+—\/;
bl 2
:____’
Il+\/l_l

a+k 2

avbin | =~ A0
—n+ :\/n«)—n

ya'ni: T(X' ") 77 (X)) Shunday qilib, 7° baho ham Bayes

E l n
ma’nosida ham minimaks baho va demak, T(X“”):—E X, uchun
5 ; n
i=1

nisbatan opimal baho bo*lar ekan.

[-misolda bmomial tagsimot noma’lum parametri @ ni baho-
Jashda barcha yaxshi xossalarga cga bo‘lgan va eng k()‘p qo‘llanila-
digan o'rta giymat minimaks baho bo‘la olmasligi ko‘rsatildi. Quyida
biz baholarning minimakslik xossasini batafsil o‘rganamiz. Odatda
minimaks  baholar Bayes  baholari orasidan qidiriladi. Minimaks
bahoni topayotganda tayin aprior tagsimot /() da quyidagi o‘rtacha
riskni minimallashtirish muhim ahamiyat kasb etadi:

r ()= [M,W(T:0)dH©) = [R,(T:0)dH(0). (11
5]

©

1212
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1-teorema (Leman). Ushbu tenglik o‘rinli bo*lsin:
[R, (T:0)dH ©) = sup R(T:0) (12)
e 80

U holda:
(1) T'— minimaks baho;
(2) agar aprior tagsimot // ga mos 7T yagona yechim bo‘lsa, u
holda u yagona baho bo‘ladi.
(2) shartga ko‘ra, R, (T.0) riskning o‘rtachasi uning maksimu-
miga teng. Bu teoremaning quyidagi foydali natijalarini keltiramiz.
1-natija. Agar aprior tagsimot H ga mos 7, =7, (X'"”) Bayes
bahosi o‘zgarmas riskga ega bo‘lsa. u minimaks baho bo‘ladi.
2-natija. 7y bahoning risk funksiyasi maksimum giymatini
qabul giluvchi parametrlari to*plami Oy bo‘lsin:
O} =%6€®:R“,(T;0)=supkﬂ (T ;0')}. (13)
e
Agar Ty~ minimaks baho bo‘lsa, u holda
H(Qy )= [h(6)do =1. (14)
O
1-misoldagi 7" bahoning kvadratik riski o*zgarmas M, (T ~0) =
|
4(4dn )
Arifmetik o'rta giymatning kvadratik riski esa M, (T -0)" = D, T =
6(1-0)
i 7

bo‘lgani uchun 1-teoremaga ko‘ra bu baho minimaksdir.

ga teng va shuning uchun u minimaks baho emas.

3-natija. Bayes bahosining minimaksligi xossasi talofat funk-
siyasi W (u,v)ni tanlashga bog'ligdir.
Agar 1-misolda talofat funksiyasini

h 2
W(u:v)= i) , u,ve (0,1) (15)
v(l-v)
ko‘rinishda tanlasak. u holda o‘rta qiymatning riski

M, W(T:0)=M, L) _] (16)

1 0(1-0) i
ga teng, ya'ni o‘zgarmas va T baho (15) talofat funksiyasiga nisbatan
minimaks baho bo‘ladi.
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T=T(X") statistika aprior tagsimot H ga nisbatan Bayes
bahosi bo‘lsin.

2-teorema (Leman). Agar 7=7(X") uchun f € Oda
M, W (T;0) < limsup jM W (' :0)aH'™* (6),
ks g
munosabat o°rinli bo‘lsa, u holda 7 minimaksdir.

Bu teoremadan Xodjes va Lemanning quyidagi natijasi kelib
chiqadi. O ={0€®:0<H(0)< 1} — H tagsimotning bardori
bo‘lsin.

3-teorema (Xodjes, Leman). Agar:

(1) @€ ®,, uchun MW (T,0)=C:

(2) barcha 6& © lar uchun M W (7,0)< C bo'lsa, u holda 7 —
minimaks baho bo*ladi.

2-misol. X,,...,J Y, ~ N(@.1) bo'lsin. U holda X" tanlanma-
ning zichlik funksiyasi

F X500 = u\p%——Z(X 9)21.
y(2 7) ==l J
bo'ladi. {71 =7 (X" ),k=1,2,..} - aprior normal tagsimot
FHY" Oy = N(0.k).k=1.2....} ga nisbatan Bayes baholari ketma-
ketligi bo*lsin:
; ” [ 1 1ol ,
{07, (X" 0ya1*) (0) jouxpﬂ——z(,\'—()) TI
TG o [ 1 1 0%
[“h (,\""’:Unll/'“(/); T expl i3 (P 2l gg
n Jﬂcxpﬂ 2,2'1( i—0) v
q ()x\p[ 193 X, --(J‘i'l) o
= 7 AR
T 0 (e S
[ e ptl)\/ X, _‘(1\4.1)0 n(IU
= 2k |



bu yerda T(X*))=~3 X, . Shu sababli
i=1

0 2 4o
J'MB(T“’—O)ZdH“’(G):( o ) [ M, (T-0) atr® 9)+

(nk ): k
02 dH™ (6)== s —=
(nk+l )2_,{ (n(nk+1)??  (nk+1)*
nk‘+k k 1 1
= - —.
(nk+1) (le+l) ("+l’;,w. n
k

Barcha 8 & ® uchun

M, (T(X™)-0)? =—-D %, =l

= lim jM,,(T"'(X““)-e;zdﬂ‘“m)

Bo'lgani sababli 2-teoremaga ko'ra T(X'") lz X, orta
n

giymat N(0,1) tagsimot noma’lum parametrik ¢ udmn nnmm:nkq
baho boladi.

Shunday qilib, risk funksiyasi noma’lum parametr 6 ga bog‘lig
bo‘lmagan Bayes baholarini topish minimaks baholashning asosiy
masalasi hisoblanadi.

XI BOBGA DOIR MASALALAR

1. Quyidagi tagsimotlar noma’lum parametrlarini momentlas
usulida bahosini tuzing:

[0 xe 10,11,

a) Ty, by f(x.0)=
' o,  x=[0.1).
o) N(6,.63). AT,
e R[6,.0,]. ,/)F(,no)-z(\il—cf % . x26,,0,>0.
I[ 0, x<0:
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5. Quyidagi tagsimotlar noma’lum parametrlarini hagigatga
| o*xshashlik usuli bilan baholang:

maksima
@) Lo b)Bi(r,0).
o) N(6,.63 ). d)R[6-1.0 +1].
[ L
e) P(0,.0,). NF(x0)={l-¢ % x26, 6,0,>0,

! 0Lt sil):
3. X,...¥, ~7(0) va 6 parametr aprior tagsimoti Bi(1;1/2)
botlsin. Noma’lum parametr & ning Bayes bahosini tuzing.

: [ x=6
K e Y tanlanma zichlik funksiyasi f(x;0)=
L v ) 10, x<0

bo*lgan tagsimotdan olingan va 6 parametr aprior tagsimoti R[O,l]
bo‘lsin. Noma’lum parametr ¢ ning Bayes bahosini tuzing.

5. XN...X ~E(0) va @parametr aprior tagsimoti £(1)
bho*lsin. Noma’lum parametr € ning Bayes bahosini tuzing.
X,...XN, ~Bi(l:0) va 6 parametr aprior tagsimoti
0:1 1/3 ! il
) bo*lsin. Noma [ prrametr @ ning Bayes bahosini
| P :1 1
iz
V.-G(0) wva 0 parametr aprior tagsimoti
[ s
[0: _ ‘ 4
b, 4 4 bo'lsin. Noma'lum parametr 0 ning Bayes bahosini
AT (T R
|\ P
i
toping
1)
8 XX, ~7(0) va O parametr aprior taqsimoti IJ/'(]:EJ

bo‘lsin. Noma'lum parametr € ning Bayes bahosini tuzing.

(%)
~



XII BOB. INTERVAL BAHOLASH

1-§. Ishonchlilik intervallarini qurish.
Aniq ishonchli intervallar

Oldingi paragraflarda noma’lum parametrlarni nuqtaviy baho-
lash usullari va baholarning xossalari bilan tanishdik. Lekin ba’zi hol-
larda parametrga bahoni taklif etishdan tashqari shu parametrni biror
oldindan berilgan | ga yagin ehtimollik bilan qoplovchi sohani ko‘r-
satish talab gilinadi.

Statistik model {P,,0c ©} tagsimotlar oilasi bilan berilgan
bo'lib, & — skalyar parametr bo‘lsin, e © — R (® fazo R dagi biror
interval).

1-ta’rif. [t’)'(X‘"’),()+ (X‘”')]e(‘) interval y — me’yoridagi
ishonchli interval deyiladi, O<y <1, agar barcha 6 ® va 1 ga
yetarlicha yaqin y uchun

13,{0e [0"(){‘"’),9'(,;""’)_]}47 (1)

tengsizlik bajarilsa.

Oldindan berilgan son y ni ishonch me’yori, 0,0 statistikalar
esa mos ravishda quyi va yuqori ishonch chegaralari deb ataladi. Ba’zi
hollar uchun faqat quyi yoki yuqori chegarani aniqlash talab gilinadi.

Bunday hollarda 1 ehtimollik bilan yoki 0°(x")-x yoki
6 (x'") = 0 etib tanlanadi.

Ishonchli interval [07,0" ] noma’lum parametr 0 uchun interval
baho deb ataladi. Odatda 1-y sifatida kichik son olinadi. 0
statistikalar aslida y ga bog'lig bo‘ladi: 0° =0'(X"”:7). [l/' G* |-
tasodifiy interval qurilganidan so‘ng biz Oe IL(J" R J ckanini ¢’lon
gilamiz. Bunda biz yo*l qo‘ygan xatolik 100(1-7)%ga teng bo‘ladi.
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Ishonch me’yor » ga bir necha ishonchli intervallar mos kelishi
mumkin. Bu holda albatta bunday intervallardan uzunligi eng
kichigini tanlashimiz kerak. Ishonchli intervalning o‘rtacha uzunligi

deb M, 16" (X)) -9~ (x)] kattalikka aytiladi.

1 ~(n) oy(n
Demak, |7 Ll {pibe 9}} model @ parametr uchun

s(x")ce,s7'(0)={ " g¢ s(x)je 2 " ¥oe® shartlarni
ganoatlantiruvchi akslantirish interval baho deb atalar ekan,

Ishonchlilik intervallarini tuzishning asosiy usullari nuqtaviy
baholardan foydalanishga asoslanadi. Endi hagigatga eng katta o*x-
shashlik prinspining interval bahosini ko‘rib o*tamiz. {E, ,0e @} <pu
va 7, (+'":0) - tanlanmaning zichlik funksiyasi bo*Isin.

2-ta’rif. S(x") — interval baho haqiqatga eng katta o*xshashlik
bahosi deyiladi, agar 6eS(x"), £,(x":0.)2 f,(x";6,) ekanidan
0, e s(") munosabat kelib chigsa. Bunday baho

s(y) =10 7 (x0) = () kotrinishida bo‘ladi, & — biror funk-

Misollar. 1. P, = N(0.1) bo'lsin. Ma’lumki, \/;(T—G) taso-

difiy miqdor tagsimoti N(0,1)  <tandart normal tagsimotdir. U holda
Olge,n’? P T=0|<c, |=—== e 2du=y.
n/?) (\/nl\ o) < :l‘y du=y

Masalan, « 3 bo‘lsa, y=0,99730... chtimollik bilan

. 7 o ik T e

noma’lum parametr 8 ning as! qiymati AS(.\'(")):[.\‘ S fJ,—;\Jr—[’_'lJl

: i . o i
kesmada yotar ekan, Demak, kamida 99,7% ishonch bilan e 5(x™)
desak bo‘lar ekan,

2. P~ ko‘rsatkichli tagsimot bo‘lsin:

( i
f,(x:0)=0"" expl -2 X, (50 =(0,2).

{ i=1
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Ma’lumki, T=i X, statistikaning tagsimoti ¢ =20y* (2n) taso-
=

difiy migdor tagsimotiga tengdir. Bu yerda »° () — ozodlik darajasi
p bo‘lgan xi-kvadrat taqsimotiga ega tasodifiy miqdor. Agar c; (2n)
orqali x*(2n) — taqsimotning 7 -me’yordagi kvantilini belgilasak, u
holda

H’ILla z%}}: 7., ¥0e©.
)4 Z(X‘_"” va

Demak, # uchun y -ishonchli chegara g- ( x -
c;(2n)

demak, S(X")=[0" (X"),+=] ekan.

Endi ishonchlilik intervalini tuzishning umumiy prinsiplami
ko‘rib o*tamiz.

Statistika yordamida ishonchlilik intervalini tuzish. Quyida-
gi shartlarni qanoatlantiruvchi G(x'”:0) statistika berilgan bo‘lsin:

1. G(x";0) statistikaning tagsimoti / (x) noma’lum parametr

0 ga bog‘liq emas.

2. G(x'"";0) funksiya 0 bo‘yicha uzluksiz va gat’iy monoton,

3-ta’rif. Yuqoridagi shartlarni qanoatlantiruvchi G(x"";0) sta-
tistika markaziy statistika deyiladi.

£ (x) funksiya G(x'"";0) ning zichlik funksiyasi bo‘lsin, U
holda ixtiyoriy 0< y <1 uchun g, va g, larni

P(g,s(i(x‘”’:())ﬁgf)ﬁ n_[g{nd/ 7 (2)
tenglik o‘rinli bo‘ladigan qilib tanlash mumkin. (2) dagi
2 SG(x"0)<g, tengsizlikni 6 ga nisbatan yechib,
7,(x'")<@ < T, (x'") ishonchlilik intervalini hosil gilamiz.

1-teorema. G{x;0) statistika tagsimoti /(8= P,(G(:") :0)e B)
noma’lum parametr ¢ ga bog‘lig emas; har bir x da G(x;0) funk-
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siva @ bo‘yicha uzluksiz va monoton bo‘lib, 77, 7= lar
H((r ,7"))=7 niqanoatlantirsin. U holda:

agar G(-:0) o'suvchi bo‘lsa, 6" =G ({":77), 0" = (¥" ;%)
va agar  G(-:0) kamayuvchi bo'lsa, 6 =G (x(");t+),

* =G ( () 'r') statistikalar ishonchlilik intervali chegaralari bo*-

ladl.

Bu yerda G_’(.\‘(”):T) statistika G(0 "") 7 tenglamaning
yechimi.

Isboti. G(x:0) monoton bo*lganligi uchun
’:(7’ I(xdn ) 0 <G (x™" ;r’)} hodisa A={y‘ <G(8;x("))<y+}
hodisa bilan teng kuchlidir. U holda

R0~ <6<6")= R(G"(_\f.x"")<6 <

<Gy )) =P (A)=H((y".»" ))= 7.

Izoh. Tcoremaning asimptotik analogini ko‘rish mumkin.
:(,‘/ (™ :())} ketma-ketlik @ bo‘yicha monoton va uzluksiz hamda
n—o. PG, (x":0)e B) » /7 B) ckani yetarlidir, bu yerda H(-)
funksiva @ ga bog'liq emas.

li ¢7(v:0) ni tanlash usulini keltiramiz.

2-teorema. I (x)= B (X, <x) quyidagi shartlarni ganoatlan-
tirsin:

1) I, (x) funksiya x bo‘yicha V@ e @ larda uzluksiz;

2) I (x) funksiya fiksirlangan x da 6 bo‘yicha uzluksiz va
monoton

U holda

G(0,x) Zln( (%))

funksiva 1-teoremaning shartlarini qanoutlunnradl.
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Agar t~ sonlar

1 % n-l _~x nze
F(T)r'_[x e dx=y (3)

munosabatni ganoatlantirsa, u holda 6° =G (x):2*) lar ishonch-

lilik intervali chegaralari bo*ladi.
Isboti. |-teoremaning shartlarini bajarilishini tekshiramiz. !-shart-

ga ko'ra Fj(X,) funksiya [0,1] da tekis tagsimlangan ekanidan
~InF,(x)~T,, va G(x":0)-T,, va H=T,, bo'ladi. Demak,
B (G(x‘"’ 0 )e B)=I‘,.,,(B), ya'ni @ gabog'liqemas. G(x:0) ning

har bir x da monoton va uzluksizligi 2-shartdan kelib chigadi. Bundan
tashqari (3) ga ko‘ra

H((r‘ F ))=I', 4 ‘(T' o )): 7
2-§. Asimptotik ishonchli intervallar

1-ta’rif. [9' (xm) ot (xim ):,}r ® - interval y — me’yori-
dagi asimptotik ishonchli interval deyiladi, 0« y <1, agar barcha 6c©
va | ga yetarlicha yaqin 7 uchun

!irginflf,{(fe Lo~ (x"),0° (x) 2y

tengsizlik bajarilsa.

Biz X bob 4-§ da asimptotik normal baholar bilan tanishgan
edik. Quyida biz asimptotik normal baholar asosida asimptotik
ishonchlilik intervallarini qurishni ko‘rib o*tamiz.

0" ~ asimptotik normal baho, ya'ni (6" ~0)n = N(0:07 (0))
va o (0) ~ uzluksiz funksiya bo‘lsin. U holda 0" —’>() munosabatdan

2
o (0" )—>o(0) o'rinli ekanligi kelib chigadi. Demak,
IN

N(0,1). (1
o) i ;
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l,_s orqali standart normal tagsimotning 1-& tartibli kvantilini
belgilaymiz: ®((~0.t5))=1-5 (yoki agar &~N(0.1) bo‘lsa, u
holda P(¢|<t_; )=1-26).

U holda (1) ga ko‘ra

lim £, [
n—o

Bu ifodani quyidagi ko rinishda yozish mumkin:

(6*-0)n
0(0*)

=24

* *
lim 7, [9 ~%, 057_)<9<9'+t,_,#l]=y
n—mw n T n

Shunday gilib, quv1dagx statistikalar
*
+ . 0'(9 )
= 3 2
L A0 @)

>3

ishonchlililke darajasi y bo‘lgan asimptotik ishonchlilik intervalining
chegaralari bo*lar ekan.
Misol. X ,... X tanlanma T' - gamma laqsimotdan oling'-m

bo‘lsin. Bu tagsimot noma’lum parametri @ uchun 8 == baho
nx

effeltiv bahodir. (2) ga ko‘ra

0" i__lll\l[li—/'y/\/_J (3)

l

Fndi bu mterval ishonchlilik darajasini topamiz. Buning uchun

-t ,_,/\/njz()/”'[lul,/f)

nx |\

yoki

nfx
Vsitgs Jn< S 141, I\In

Y 9

951
B
w



tengsizlikning ehtimolligini hisoblash kerak. Ma’'lumki, agar
Koo, = Dig bolisaisnd =T, ~va 2n0x ~T,, . = H,, boladi,
(3) intervalning ishonchlilik darajasi quyidagiga teng
| Ky, (x)dx (4)
( \
An-1) 1=ty i
L")

2n

bu yerda k, ,(x) - gamma tagsimot zichlik funksiyasi. (2) ishonch-
lilik intervali ¢° bahoni tanlashga bog‘liq. Interval chegaralarining
ko'rinishiga ko‘ra, tanlanma hajmi » ni kattalashtirish yoki o (") ni
kichiklashtirish hisobiga interval uzunligini kichraytirish mumkin.
Demak, agar tanlanma hajmlari teng bo‘lsa, eng vaxshi ishonchlilik
intervalini tarqoqligi kichik bo‘lgan baho yordamida tuzish mumkin.
Eng yaxshi asimptotik ishonchlilik intervallari asimptotik effektiv
baholar yordamida tuziladi.

6" baho C, mC, sinfga tegishli bo‘lib, Kramer-Raoning
regulyarlik shartlari o*rinli bo‘lsin. U holda chegarasi

0 =0" 21, /\ni6),

bo‘lgan interval eng yaxshi asim[;tolik ishonchlilik intervali bo‘ladi.
Bu yerda 9" - ixtiyoriy asimptotik effektiv bahodir,
3-§. Normal tagsimot bilan bog‘liq tagsimotiar
I. Gamma tagsimot va uning xossalari.
1-ta’rif. Agar ¢ tasodifiy migdor zichlik funksiyasi
o’ A=l ~ax
e .. x>0,
L (x)=4T (1) (1)
|0, x<0,
ko‘rinishda bo‘lsa, u holda & tasodifiy miqdor gamma tagsimotiga ega

deyiladi, bu yerda >0, A>0 va ['(A)= II""(* "dt gamma

funksiya: I'(1)=(A=DI(A=1), T(n)=(n-1).. I (1/2)=r.
Gamma tagsimotni I', , orqali belgilaymiz.
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Wi

£ ~T,, tasodifiy 1quor xarakteristik funksxyasml hisoblaymiz:

(t)=M(e" )= [e™ e = Al et g
gz (0= I ) rm S .
H,,iiw_—lf((a—ll)\)’ ok ;"‘-"hd(a-lf)\‘-“ai - :(l—"_')_‘/1
(A )e—it)* (a—it)* a
()

. AR
Demak, ¢, (1)= Me'™ :(1—-;—1) . Xarakteristik funksiya yor-

damidu gamma tagsimot momentlarini oson hisoblash mumkin:

A
f\/._ = ,): ok
o’
Xossalari:
1) Agar £...5, bog'ligsiz tasodifiy miqdorlar bo‘lib,
n
F -1, .i=l..n, bolsa, u holda §, =3¢ ning tagsimoti
j=1
it ho‘ladi.

2.1

Bu xossani isbotlash uchun xarakteristik funksiyalardan foydala-
L \-4
s e it
namiz. 1, ; tagsimotning xarakteristik funksiyasi {p‘(r)=(l———) ga
. o

{eng. Bog'ligsiz tasodifiy migdorlar yig*indisining xarakteristik funk-
sivasi xarakteristik funksiyalar kopaytmasiga teng ekanligidan foyda-

lansak. S, = > & tasodifiy migdor xarakteristik funksiyasi

o e 0 -] -2

gl
.

" X S . . % . '
boladi. ( = \ ' xarakteristik funksiya esa I @5 tagsimotning
7 a1l

xarakteristik funksiyasidir.




2) Agar £ standart normal tagsimotga ega bo‘lsa, u holda 52
tasodofiy miqdor Iy, ,, tagsimotga ega bo‘ladi. Buni ko‘rsatish
uchun avval 52 tasodifiy migdorning tagsimotini topamiz. Agar x<0
bo‘lsa: £, (x)=P(£* <x)=0, x>0 bo'lsa:

F, (x)=P(g* <x)=P(-Jx <£ <Vx)=F, (Vx)- F, (-)
bo‘ladi. Bu yerda F,(x)- standart normal tagsimotning tagsimot

funksiyasi. Endi 52 tasodifiy migdorning zichlik funksiyasini topamiz.
x>0 da:
/ A : ! :
f,z(x)=(F_z(x)) = Fx) =+ F (- Vx)- ===
% 2 alx . ” 2

2x

- (6 (V)4 £ (V)=

x<0da: f,;(x)=

1 ~x/2
W) = e

Demak, &£~ tasodifiy miqdorning zichlik funksiyasi

2 (1/2;/

x)= i = e g ()
S RS
', tagsimot zichlik funksiyasiga teng ekan,
3) I',, tagsimot & parametrli ko‘rsatkichli tagsimotdir,
Agar  &~T,; bo'lsa, uning zichlik  funksiyasi
[@e™, x>0, ; h : .
~ o parametrli ko‘rsatkichli tagsimot zichlik
x<0
funksiyasidir.
4) Agar &,,¢,,...,&, bog'ligsiz va standart normal tagsimotga
cga tasodifiy migdorlar bo‘lsa, u holda n = -,“ +~, ST R ;}‘,’ ~ T iia
bo‘ladi.

Bu xossaning isboti 1- va 2-xossalardan kelib chigadi.
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II. Xi-kvadrat tagsimot va uning xossalari.

Gamma tagsimotning 4-xossasiga ko‘ra:

agar & -8 bog'ligsiz standart normal tagsimlangan tasodifiy
migdorlar bolsa, u holda

i =&+ E
Tasodifiy miqdor. Iy 5 ;> tagsimotga ega bo*ladi.

k ta sumd'an r}orn1al tagsimlangan t.m.lar kvadratlarining yi-
g‘indisining tagsimoti ozodlik darajasi k bo‘lgan xi-kvadrat tag-
simotdir va uni 7, deb belgilaymiz. Natijaga ko‘ra, H; =I", .
bo‘ladi. Demak, H, tagsimot zichlik funksiyasi:

k Y

f'(‘\):x/—:}—x?‘c’_?, S0 @)
PP r(k/2)
va asosily sonli  xarakteristikalari M;(f =(k/2)/(1/2)=k,
Dy? =(k/2)/(1/2)* = 2k gateng.
Xossalari:
1) Agar % ~Hy. x5 ~H,. hamda % va ;(3' tasodifiy
migdorlar bog'ligsiz bo*lsa, u holda /," +,‘{5, )

" 2 g2 9 gD 2
Buni ko‘rsatish uchun y; = e ) Xm=5ti+l+ e

deb bilish yetarhidir. Bu holda /[ b )_',i :§ iy +gh,,, ning tagsimoti
H, . bo'ladi.

2) Apar & ,end, bog'ligsiz va N(a,0®) tagsimlangan taso-
difiy migdorlar bo*lsa, u holda

k. &= <
7= L( u)

RN SO

ning tagsimoti 4, — xi-kvadrat tagsimoti bo‘ladi.

1. Sty mh nt (|s|mm| va uning xossalari.

. bog'ligsiz va standart normal tagsimlangan
S ] | | E
tasodifiy migdorlar lm Isa. u holda
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J%(g,’ f..+E0 ) \/%

tasodifiy migdor tagsimotini ozodlik darajasi k bo‘lgan Styudent
tagsimoti deyiladi va uni 7, bilan belgilaymiz. Ozodlik darajasi k
bo‘lgan Styudent tagsimotining zichlik funksiyasi

\{k+1)/2
F((k+l)/2)[ %)
X)=——| 1+ — - (3
£ilx) Jakr(ki2)\ Tk J )
Bu tagsimotning sonli xarakteristikalari: M, =0, D1, :A_—li;.

Katta sonlar qonuniga ko‘ra k — =« da:
2 k
Lo 238 —sME? = My =1,
=
uholda k -» = da 1, = N(0.1) bo‘ladi
IV. Fisher tagsimoti va uning xossalari.
Agar ZE =g l:, Sy f: va /,,, bog*ligsiz tasodifiy
miqdorlar bo‘lsa, u holda
£ o xf/’k & mz‘2

T

Tasodifiy miqdorning tagsimoti ozodlik darajalari & va m
bo‘lgan Fisher tagsimoti deyiladi va uni £, bilan belgilaymiz.
Ozodlik darajalari & va m bo‘lgan Fisher tagsimoti zichlik funksiyasi

o D(kem)
JenlB)= ¥

(4)
Agar f, , tasodifiy miqdor F; ,, Fisher tagsimotiga ega bo'lsa, u
holda 1/, ,, tasodifiy migdoming tagsimoti %, , Fisher tagsimoti bo'ladi,
Yugqorida keltirilgan xossalardan quyidagi natija kelib chiqadi.
I-natija. X,,X,,....X, bog'ligsiz va N(a,c”) normal tagsim-

langan tasodifiy migdorlar va x-= .'.ﬁ & bt _’SH‘(,\ﬂ —:)j ;
nia nio ‘
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d1s 1 & e :
5‘-=”—_i (X;—X)" bo'lsin. U holda yuqoridagilarni e’tiborga

olsak, har bir n uchun:

et (R} (5)

o Sy

= g :Z:l: . 72 (6)

S (Yo

——=Z(——) ~H,,. ™
G i=1 &

4. nZ~T,

e bcis ®)

Js

4-§. Parametr funksiyalari uchun delta usulning
qo‘lanilishi

Delta usul baholanayotgan noma’lum parametr funksiyalarni
Teylor gatoriga yoyishga asoslanadi. Faraz qilaylik, biz & tasodifiy
migdorni » ta bog‘ligsiz tajribada kuzatib, X :(Xl,...,X") statistik
tanlanmaga ega bo‘laylik va unga mos statistik model (.‘1‘("] L3 ,:P)

noma’lum ¢ = (6, ,....0, ) parametr aniqligida berilgan bo‘lsin:

P =1p = (W
.‘ )]‘).”(—.0}.

Bu holda matematik statistikaning asosiy masalasi x ) tan-
lanma bo‘yicha noma’lum @ parametrni baholashdan iboratdir. Bu-
ning uchun biz hagigatga maksimal o‘xshashlik usuli, momentlar
usuli, Bayes usuli, kichik kvadratlar usuli va boshqa usullarni qo‘llab,
¢ uchun biror 0, =(0,,.....0,,) bahoni tuzib olishimiz mumkin.
Agarda bizdan 0 ning funksiyasi y(0) ni baholash talab etilayotgan
bo‘lsa, tabityki, uning bahosini y/(-) ning xossalarini e’tiborga olgan
holda orniga qo‘yish usuli asosida y/(6,) kabi qurishimiz mumkin. U
holda (0 ) ning iy/(0) ga baho sifatida asimptotik xossalarini uning
Teylor gatoriga yoyilmasi
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w(6,)=w(0)+y'(9)6,-0)~.. {1

orqali 6, ning 6 ga qanchalik yaginligini e’tiborga olgan holda
polinomial approksimatsiyaga asoslangan holda aniglashimiz mum-
kin. Aynan mana shu usul delta usulning mohiyatini tashkil etadi.
Albatta umumiy holda (1) gatorni vektor funksiyani vektor parametr
bo‘yicha qatorga yoyilmasi deb garash lozim.

Ushbu usulni yaxshiroq aniglash uchun biz @ parametr va
uning funksiyasi y(6) skalyar, ya'ni bir o*lchoviik bo‘lgan holga
to‘xtalib o‘tamiz.

Quyidagi misolni ko‘rib o*taylik. Ma’lumki, agar X' tanlan-
ma 6 =(6,,0,) parametrlik N(@1 9:) normal tagsimotdan olingan

bo'lsa, 6, = M,&, 0 =D,Ee(0,2) bo'lib, #, ma’lumligida 6, ning
bahosi — o'rta arifmetik qiymat g, == li X, ning asimptotik taq-
n

simoti markaziy limit teoremaga asosan standart normaldir:
) ==
n/é(x—ﬂ,) g
—-—(—)"——”_5,\/(0.1). (2)
Ammo ko‘p hollarda bizni ¥ o‘rniga uning biror funksiyasi
w(¥) ning asimptotik xossalari gizigtiradi. Bunday hollarda mate-
matik statistikada delta usuldan foydalaniladi. Biz bu usul mohiyatini
quyidagi teoremada asoslab beramiz,
Teorema (delta usul). Faraz gilamiz, |7, n=1; shunday
statistikalar ketma-ketligiki, u uchun »n >« da

A,
Lz S n(0,1)

bo‘Isin. Bu yerda a biror o'zgarmas va {o,, n > 1} esa shunday sonlar
ketma-ketligiki, n—>» da o, - 0. Agar v (x) - hagiqiy o‘zgaruv-
chining funksiyasi x=a nugtada differensiallanuvehi va y/'(a)#0
bo‘lsa, u holda
d
%%1——3‘:;((2? N(0.1) .(3)
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Demak, biz (3) yaqinlashishni 7, =¥ uchun qo‘llasak, u holda
@)

(2) ga asosan,
11%(11/(;)*!//(91 )) d i
v'(6,)0, '::"N( 2

Endi (4) ga asosan yetarlicha katta » larda tagsimot bo‘yicha
(5)

quyidagi
y/(x): (q/(G,),[l//'(Gl)]' 6. /n)
tagribiy tenglikka ega bo‘lamiz. Masalan, (x)=x? bo‘lsa, u holda
statistikaning taqribiy tagsimotini normal tagsimot orqali
(6)

(5) dan " s
quyidagidek aniglaymiz:
2~ N(62, 46,62 In).
Demak, delta usul mohlyauda l//( ) funksiyaning Teylor gato-

ALTEE )

iga yoyilmasi
s

!

(x)=y(a)+y'(a)(x—a)
yotibdi. Yugorida biz mana shu yoyilmaning yuqori tartibli hadlarini

tashlab yuborish natijasida olinadigan
y(x)xy(a)+y/ (a)(x-a)
foydalandik. Agarda yoyilmada

| ()
chizigh  approksimatsiyasidan foydala
g (@) =0 bo'lib qolsa, u holda biz delta usulni quyidagi kvadratik
ipproksimatsiyaga asoslangan holda amalga oshiramiz
y(x)=y(a)+ =y u)(x—a)z (7
va hle Shuni ta’kidlaymizki, (6) tagribiy tenglik 6, # 0 da o‘rinlidir
Aparda 0, =0 bo‘lsa, u holda (2) dan x* = N(O,()Z2 /n) va (7) dan esa
y
nx® =( /n\) N° (()()) e
3 2 292

gamma taqsimot

Buyerda I',

'

2 8T,
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Demak, delta usul orgali ko‘plab murakkab funksional xarak-
teristikalarning tagribiy (asimptotik) tagsimotlarini aniqlashda foyda-
lanish qulay ekan.

Mashq. Markaziy limit teorema shartlarida 6, =M, #0.

0; =Dt e(0,%), (//(;)=—;— ning tagribiy taqsimotini aniglang,

i
Javob: i: N(i,—al— 5
% 0, 0fn

5-§. Normal tagsimot parametrlari uchun
ishonchlilik intervallari

a) N(@,a’l) model (o”-ma’lum). Noma'lum parametr 0
uchun ishonchlilik intervalini tuzamiz. Normal tagsimotning xarak-
terizatsion xossasiga ko'ra: agar £, ~ N(a, .0} ). &, - N(a®.cl) va
& L&, bo'lsa, n=a& +p&, +y tasodifiy migdor ham normal
tagsimotga ega va unming parametrlati My =oaa 4 fa, ty,

2 2 ¢ atia .
Dn=a’c} +/32r12' bo‘ladi. Ushbu xarakferizatsion xossadan foyda-
lanamiz:

"
> x, - statistikaning taqsimoti N (40 ,no ' );
=1

H
> x, —na - statistikaning tagsimoti N(0.n " );
1=l

7

b T, e
i=1 -0 > '
e = Al ) = gtatis aqsi { ]
%+ statistikaning tagsimoti N(0,1).

Demiak, «/;T standart normal tagsimotga ega, ya'ni tagsimot

noma'lqm. par:.smctrg_a bog'lig emas. Markaziy statistika sifatida aynan
shu statistikani olamiz:

o)
A
(]



s S T

(& SG("'("’:H)S&):E’(& S&iisgz)z

=P x-22 T+
o(\ \/:_:O-SGS'\+\/EUJ 1)

Bu yerda g <g, lar d(g,)-d(g,)=y shartni ganoatlan-
tiruychi normal tagsimot kvantillari. g, va g, lami interval uzunligi

S e s o : %
minimal bo*ladigan qilib tanlash kerak: T(g2 — g, ) — min. Buning
N
uchun Lagranj funksiyasini ko‘ramiz:
” a a
L(g,82:4)= —/fl‘(g: —&)+A(P(g)-D(g)-7),A>0.
J
I(g,.g,.2) funksiyaning statsionar nugtalarini aniglaymiz:

OL(g).82.2)

o
=—+A =0k
5 P(g)

o8y vn

bu yerda o(x) standart normal tagsimot zichlik funksiyasi. Bundan
ple,) = @(g,) ckanhigi kelib chigadi. Barcha xe R da @(x)=g@(-x)
o‘rinliligidan, g =85, . Yyoki g =—-g, bo'ladi. Lekin
Mg, )-D(g)=y#0 dan g o, bo‘ladi. d(g,)-D(-g,)=y va

@(-x)=1-D(x) tengliklardan foydalanib, (b(g:)=l+Ty tenglikni
l+y . ;
hosil gilamiz, Demak, g, =® '[ 7’ ) Kvantillamai (1) ga go‘ysak,

quyidagi tenglikni hosil gilamiz:

(o luy _ tuy ;
¢S L X\——=0 0L X+ —=0 |=¥
vn \/N
\

Demak, N(0.07) modelda (¢° ~ ma’lum) noma’lum parametr ¢

{ ! l:,; "‘
uchun | x— —0:x+—=0 ishonchlilik intervali bo*ladi.

! N Jn




b) N(a.0?) model (¢ — ma’lum). Noma'lum dispersiya 6°
uchun  ishonchlilik  intervalini luzamiz Ma’lumki, agar
~ H, bo‘ladi.

x, g4 %

X,,-. X, ~ N(a,0*) bo

Demak, markaziy statistika sifatida G(x, IJ)—"—S,'- ni olamiz. Bu

yerda §, —-.'.Z":( -a)' , g, va g, lar ozodlik darajasi n bo‘lgan xi-
n i=1

22
kvadrat tagsimot kvantillari. g, va g, kvantillarni J k,(x)dx=y

81

(k,(x) - xi-kvadrat tagsimot zichligi) shartdan aniqlaymiz:
&
“jk(x)dx Lol J'k( Jdx="L. Demak, g, =72, . g, Fhe!
Yuqoridagilarni mobatga olib, §
(
P(g. sﬁs £, ): P("s'2 <07 < M J P ”7'_(".'; <0°? '-f,'fl'?
g2 V4 9% i)
o Eyi

tenglikni hosil qilamiz. Demak, N(a.0%) (¢ — ma’lum) modelda

noma’lum dispersiya 0° uchun ishonchlilik intervali f | L T
| #1y iy,
bo‘lar ekan.
Yuqoridagilar va golgan modellar uchun markaziy statistika,
uning tagsimoti va ishonchlilik intervalining chegaralari quyidagi jad-
valda keltirilgan.
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XII BOBGA DOIR MASALALAR

1. X™ =(X,,...,X,) tanlanma N(6,.07) tagsimotdan olingan
bo‘lsin. Noma’lum parametr 922 uchun ishonchlilik intervalini tuzing,

2. X" =(X,,...,X,) tanlanma R[0,0].6 >0 tagsimotdan olin-
gan bo'lsin. Noma’lum parametr € uchun ishonchlilik intervalini
tuzing.

3 X=X A ) tanbmma T,
sin. Noma’lum parametr ¢ uchun asimptotik ishonchlilik intervalini
tuzing.

4. X" = (X,,...X,) tanlanma E(0) tagsimotdan olingan bo'l-
sin. Noma’lum parametr ¢ uchun asimptotik ishonchlilik intervalini
tuzing.

5. X" =(X,,...X,) tanlanma Bi(n;0) tagsimotdan olingan
bo‘lsin. Noma’lum parametr # uchun asimptotik ishonchlilik inter-
valini tuzing.

6. X"”:(X,,...,X,,) tanlanma Ge(@) tagsimotdan olingan

bo‘lsin. Noma’lum parametr 6 uchun asimptotik ishonchlilik inter-
valini tuzing.

tagsimotdan olingan bo‘l-
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XIII BOB. STATISTIK GIPOTEZALARNI
TEKSHIRISH

1-§. Statistik gipotezalarni tekshirish nazariyasining umumiy
tushunchalari

Matematik statistikaning eng asosiy bo‘limlaridan biri —
statistik gipotezalarni tekshirish nazariyasidir. Statistik gipoteza —
kuzatilayotgan tasodifiy migdor tagsimot qonuni (agar u butunlay no-
ma’lum bo‘lsa) yoki uning parametrlari (agar u parametrlar anigligida
berilgan bo‘lsa) hagidagi taxmindan iboratdir. (7 " 27" 2o
statistik model va F(x)=P(£<x) £ tasodifiy migdorning tagsimot
funksiyasi bo‘lsin.

1) £7(x) - umuman noma’lum, biror /= ={ F} oilaga tegishli
bo‘lsin. Bu hol noparametrik hol deb ataladi.

2) F(x) ~ tagsimot funksiya biror noma'lum 0=(6,...0,)s @R’
parameir anigligida berilgan bo‘lsin .7 ={ F,,0¢ @}. Bu hol para
metrik hol deb ataladi.

Yuqoridagi ikki holatni " borga olgan holda gipotezalar ham
noparametrik va parametrik ko'rinishds bo‘lishi mumkin. Nopara-
metri pipoteza aynan tagsimot haqgida, paiametrik gipoteza esa para-
metr haqida bo'ladi. Bunday gipotezalarga masalan, “bosh to‘plam-
ning tagsimoti normal tagsimotdan iborat” yoki “statistik tanlanma
matematik kutilmasi 0 bo‘lgan normal tagsimotdan ihorat”, degan
taxminlar misol bo‘la oladi. Bunda birinchi gipoteza tagsimot gonuni
hagida bo*lsa. ikkinchisi esa uning parametri hagidadir. Demak, agar
pipotezada aniq tagsimot haqgida biror ma’lumotlar bo‘lmasa u
noparametrik gipoteza va aksincha bunday ma’lumot ma.vjud bo"lsa,'
u parametrik gipoteza deb ataladi. Bundan mshqan,. har ikki
ko‘rinishdagi gipotezalarning o‘zi ham ikki turga bo‘linadi: sodda va
murakkab pipoteza. Gipotezalarning murakkablik darajasi ham tur-
licha bo‘lishi mumkin. Masalan, gipotezalar yuqorida keltirib

a8%
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o‘tilganidek kuzatilayotgan tasodifiy migdorning ta.qsir_n.ot.i hagida;
ikki yoki undan ortig statistik tanlanmalar bir jlps!nllgx .haqida;
o‘rganilayotgan bosh to‘plamning biror sonli xarakteristikalari haqida
va hokazo turlicha bo‘lishi mumkin. Masalan, agar A eksponensia]
tagsimot parametri bo‘lib, biz taxminni 4 =1 ko‘rinishda yozsak, u
sodda gipotezaga, ammo agar A =1 ko‘rinishda yozsak. u holda y
murakkab parametrik gipotezaga misol bo‘la oladi. 1-holda gipoteza
aniq tagsimotni, 2-holda esa tagsimotlar oilasini ifodalaydi. Statistik
gipotezalar A harfi bilan belgilanadi. U Hypotesis — gipoteza so°zidan
olingan. Odatda asosiy gipotezani /. alternativ (garama-garshi)
gipotezani H, bilan belgilanadi.

Demak. murakkab gipotezani chekli yoki cheksiz sondagi sodda
gipotezalar ko‘rinishida ham ifodalash mumkin ekan. Bundan tash-
qari, yana gipotezalar aseosiy (voki nolinchi) va alternativ (konku-
rent, qarama-qarshi) gipotezalarga ham bo‘linadi. Odatda asosiy
gipoteza H, orqali, alternativi esa H; orqali belgilanadi.

Misollar. 1) Fe .» bo'lsin. H,:F = F,: H,:F #F, gipoteza-
larni ko‘raylik. Bu yerda H, - asosiy gipoteza sodda gipoteza, /1, esa
murakkab gipoteza bo‘ladi.

2) # ={F,.0e ®}. F(x)=F(x.0) bo'lsin.

a) H,:0=0,, H:0=0, 0,#0,:0,0,<® gipotezalaming
ikkalasi ham sodda gipoteza bo‘ladi,

b) H,:0e @, H,:0e0,, 0,00,=0,0,n0 = gipote-
zalarning har ikkisi ham murakkab gipoteza bo‘ladi.

Demak, alternativ gipoteza ma’no jihatidan asosiy gipotezaga
zid, ya’'ni uni inkor etar ekan. Masalan, yugoridagi /,:2 =1 gipo-
tezaga, H, :A#1 yoki H, :A <1 yoki H,:A>1 gipotezalar alternativ
bo‘lishi mumkin ekan. Ammo, ko‘rish mumkinki /7, va [, gipo-
tezalar / ni ergashtiradi, chunki {A#1}={A<1}U{i>1}.

Agar biz parametrik gipotezalarni garayotgan bo‘lsak, 0 esa
noma’lum parametr va ©® -~ unga mos parametrik fazo, ya’ni ¢ ning
barcha mumkin bo'lgan giymatlari to‘plami bo‘lsa, u holda
Hy 0Oy va Hy:0e0,, O, O, =D, gipotezalar asosiy H, va
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unga alternativ f; gipotezani aniglaydi. Bunda ®, U®, =® bo'lishi
ham mumkin. Doimo asosiy H, gipotezaga qarama-qarshi H, gipo-
tezani tuzish mumkin. Odatda asosiy gipoteza sifatida sodda gipo-
tezalarni olish magsadga muvofigdir, chunki qat’iy da’voni tekshirish
amaliyotda qulaydir.

Demak, yuqoridagi fikrlarni jamlab, statistik gipotezalar para-
metrik yoki noparametrik, sodda yoki murakkabligiga ko‘ra quyidagi
turlarda bo*lishi mumkin ekan:

- kuzatilayotgan tasodifiy migdor tagsimoti ko*rinishi haqida;

- o'rganilayotgan bosh to‘plam sonli xarakteristikalari haqida;

- ikki va undan ortig statistik tanlanmalar bir jinsliligi yoki ular
sonli xarakteristikalari ustma-ust tushishi hagida.

Faraz gilaylik. bizni gizigtirayotgan tasodifiy miqdor X bo‘lib,
uni n ta bog‘lig bo‘lmagan va bir xil sharoitda o*tkazilgan tajribalarda
olingan giymatlari { X, X, ..., X, | bo'lib, u biror chekli yoki cheksiz
N hajmdagi bosh to*plamdan olingan bo'lsin (1€ n< N <w). Statis-
tik gipotezalarni tekshirish X' =(X,....,X,) tanlanma orqali
amalga oshiriladi va asosiy gipoteza ma’nosidan kelib chiggan holda

biror 7' ') statistika Kiritiladi. Bu statistikaning qiymatlari to*plami

/") bo'lsin, ya'ni I'(T( ), ") 1. Endi .2 ") to*plamning

g ()
(n) /‘

shunday gism to‘plamini ajratarcizki, cer™, agar

'/‘( ! ) "bo'lsa, H, — gipoteza rad etiladi va I, tajriba natija-
laripa  zid  emas, deb gabul gilinadi. Aks holda, agar
T{x" Je 2% (e M bo'lsa, uoholda H, gabul gilinadi.
Yugorida lnllml;'m jarayon statistik kriteriy (dlonml) dgyﬂddl.
Demiak = G, V=0, G- H, k=0
gipotezaga mos to‘plam:

(=t ae " H, gipoteza qabul qilinadi},

A }.\"”'% /) H, gipoteza rad eliladi},
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‘,.'/l"’) — asosiy gipoteza ff, rad etiladigan to‘plam kritik to‘plam
deyiladi.

2" to’plam ma’lum ehtimollik asosida maxsus tanlanadi,
Gipotezalarni tekshirish jarayonida ma’lum xatolikka yo‘l go*yishimiz
mumkin. Ba’'zi hollarda asosiy gipoteza H, rad etilib qolinishi mum-
kin, ammo aslida bosh to‘plam bo‘yicha u to‘g‘ri (o'rinli) bo‘lishi
mumkin. Bunday xatolik I-fur xatolik, uning echtimolligi esa
giymatdorlik me’yori (sathi) deb ataladi va o orgali belgilanadi. Bu
holda @ xatolik bilan A, gipoteza gabul gilinadi. 2-tur xatolik f3
ehtimollik bilan belgilanadi va u to'g'ri bo‘lmagan //, gipotezani
aslida H; to‘g‘riligida qabul gilingan holda ro’y beradi. Ishonch ehfi-
molligi 1—o bo'lib, u to*g'ri bo'lgan H,, gipotezani gabul gilib, 1-tur
xatolikka yo‘l qo‘ymaslikdan iboratdir. 1-/ chtimollik stafistik
kriteriyning quvvati deb ataladi: 1- [J=P(/, | H, ).

Asosiy H,, gipotezaga nisbatan gabul gilingan yechimni quyi-
dagi jadvalda tasvirlash mumkin.

Gipoteza tekshirishdagi xulosalar

[ Asosiy ‘Nolinchi H, glp()tu,dgd nisbatan qabul qilinadigan :
} gipoteza I, __yechim ! {
i To'g'ri Jeh s Réde___u_l‘d_d’lr Qabul gilinadi |
! I-tur  xatolik, unmg_ 1o g ‘ri yechim, umng |
ehtimolligi | ehtimolligi '
s Tl «=P(H, /Hy) : l—a=P(H,/H,)
\uto g o To'g'ri yechim, umnu | 2-tur  xatolik,  uning
chtimolligi | ehtimolligi |
__|1-B=P(H, 1H,) } B=P(H, I H)

Tushunurliki, amaliyotda har ikki xatolik ham yetarlicha kichik
bo‘ishi magsadga muvofigdir. Ammo bu o‘ta murakkab masaladan
iboratdir. Shu sababli, amaliyotda tajriba shunday tashkil gilinishi va u
asosida tuzilgan statistik kriteriy shunday bo‘lishi zarurki, asosiy
hisoblangan 1-tur xatolik ehtimolligi & kichik bo‘lishi lozim. Odatda
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« ning giymatlari sifatida quyidagi sonlar olinadi: 0,13 0,05; 0,025;
0.01; 0.005: 0.001. Yugoridagi masala yechimi kriteriy tanlasix o’rqali
amalga oshiriladi. Bu xatoliklarning ehtimolliklarini hisoblaymiz: I tur
xatolik ehtimolligi :

B e N
P(H,/H,)= ]’(I (.\ )e a5 l/Hn)zcx — kriteriyning mu-
pimlik darajasi deyiladi. Demak, ;") kritik to‘plamni shunday

tanlash kerakki. | tur xatolik ehtimolligi & juda kichik bo'lishi zarur.
11 tur xatolik ehtimolligi:

p(H, ! H)=P(T(x")e 2;" /1 1,)= P(T(x'”');g"/l“”’ ] H;):

=1- P( e, /:'(") / H,): B

po‘lib, undan 1=/ — chtimollik kriteriyning quvvati hisoblanadi.

Demak, o va f# xatoliklar X"’ — kritik to*plamga bo‘lig ekan.

2-8. Statistik gipotezani tekshirish uchun kriteriy tanlash
prinsiplari

3iz endi eng muhim masala — statistik Kriteriyni tuzish masa-
jasini ko‘rib o‘tamiz. Statistik Kkriteriy tanlanma natijalari ilgari
surilgan /1, gipotezaga mosligini aniglovehi qoidadir. H,, gipotezani
(ekehirish uchun maxsus tanlangan tasodifiy miqdor (statistika) qo*lla-
niladi. Uning tagsimoti aniq yoki tagriban ma’lum bo‘lishi zarur. Bu
statistikani o*zi ham sratistik kriteriy deb ataladi. Demak, nolinchi H,
gipotezani tek Jirish uchun ishlatiladigan 7= T(X'"") statistika stafistik
Jriteriy (yoki kriteriy) deb ataladi. 1, gipotezani tekshirish uchun T
Jriterivi tanlagandan so'ng uning barcha mumkin bo*lgan giymatlari

{0 plami kesishmaydigan ikki gism to‘plamlarga ajratiladi:
A0\ A Ay M v/',"‘fg. (1)
Bu yerda, agar 7¢ 7, bolsa, u holda H, inkor etiladi, aks holda
(1 o) Hy qabul gilinadi. Hg gipotezani rad etuvehi T ning
giymatlari to*plami, ya'ni .7 to‘plam kritik fo‘plam deb ataladi.
Bunda 4, to‘plam H, ni gabul gilinishi to‘plami deb ataladi.
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Demak, statistik kriteriy. ya'ni H, ni tekshirish qoidasi quyidagicha
ekan: agar Te 4] bo‘lsa, u holda H, rad etiladi (ya’ni H, qabul qi-
linadi); agarda T¢ .47 (ya'ni Te ./ ) bo'lsa, u holda H, qabul
gilinadi. Odatda, T statistika bir o‘lchovli bo‘lib, ./~ to‘plam inter-
vallardan iborat bo‘ladi. Demak, .7 va .7 to‘plamlar ham interval-
lardan iborat bo‘lib, ularning chegaralari nugtalardan iborat bo‘ladi.
Bunday nuqtalar kritik nugtalar deb ataladi. Kritik nuqtalar — bir
tomonlama (o‘ng tomonlama yoki chap tomonlama) va ikki
tomonlama bo‘ladi. Ulami quyidagi diagrammalarda ifodalaymiz:

a) X »> o‘ng tomonlama
T 0
b) + * $  chap tomonlama
0 Yer
c) + ' - $» ikkitomonlama
iy 0 4

Demak, o‘ng tomonlik kritik to‘plam .7 ={7 >1, | tengsizlik

bilan, chap tomonlik kritik to‘plam .7 ={T <1, } tengsizlik bilan
va ikki tomonlik kritik to‘plam esa ;=" uon Y
/T<l}"}u{T>t } tengsizliklar bilan aniglanar ekan. Xususan,

() = 4{2) bo‘lsa, u holda tabiiyki, kritik to*plam 4, =||7{>1""|

agar =,
tengsizlik bilan aniglanadi, ya’ni simmetrik bo‘ladi.

Endi kritik to‘plamni tanlash masalasiga to‘xtalib o‘tamiz.
Tabiiyki, bu masala kritik nugtalarni tanlashga ekvivatentdir. Bu
nugtalar shunday tanlanishi lozimki, bunda har ikki tur xatoliklar
ehtimolliklari & va 8 lar yetarli darajada kichik bo‘lishi lozim. Am-
mo amaliyotda bir vagtda har ikki ehtimollik minimalligini ta"minlash
o‘ta og‘ir masala bo‘lganligi sababli. xatoliklardan birini (masalan,
o ni) oldindan giymatini tanlab (fiksirlab qo‘yib), ikkinchisining
kichikligini . %] ni tanlash hisobiga amalga oshiriladi. Ammo /J ni
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kichraytirish 1—-/ ni kattalashtirish, ya’ni Kriterly quvvatini oshi-
rishga ckvivalentdir. Demak, .7 ni shunday tanlash lozimki, berilgan
o =o uchun (masalan, o =0,05) 1=/ ehtimollik 1 ga yetarlicha
yaqin bo*lishi lozim. Bunday kriteriy « sathdagi eng katta quvvatli
kriteriy deb ataladi. Shu sababli, .%, ni « ga qarab tanlash
(.= /4(@)) o'z navbatida kritik nuqtalar 1, larni (t,v =1, (a))a ga
qarab tanlashga ekvivalentdir.

Biz yuqorida ta’kidlab o*tgan statistik kriteriyni amalga oshirish
jarayonini soat strelkasi harakati bo‘ylab quyidagi diagrammalarda
tasvirlashimiz mumkin. Bu jarayon asosiy H, va alternativ H,
gipotezalarni tanlashdan boshlanadi.

-~ Kiiteriyni tanlash
e \
,//

| Hygipoteza ilgar .— { Kritik statistika 7" ni
| surtladi N tanlash
b e g !
; 1 ' ' Hgning gabul qilinisht
Iy yoki 1 gipoteza =2 _" i.gq jo S
| : sohasi . 7y ni aniglash
| gabul gilinadi

v

Kritik statistika
| 7ning tanlanma A
.| bo'yicha giymatini [, ~

|
\! hisoblash

Bu 6 ta diagrammadan ko‘rinadiki, gipotezalarni tekshirish
Jeriteriylari xilma-xil bo‘lishiga qaramasdan, ularni qurish sxemasi

mantigan yagonadir

Endi kritik to'plamni qanday tanlash kerak, mazmunidagi
savolpa javob beramiz. Biz yuqorida ta’kidlab oftkanimizdek, kritik
fo'plamni aniglash unga mos kritik nuqtani topish masalasidan
iboratdir. Kritik to‘plamlar uch tipda bo‘lishini e’tiborga olgan holda
ularni tanlashning quyidagi uch usulini ko'rib o‘tamiz:
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a) O‘ng tomonlik kritik to‘plamni aniglash.

Ma’lumki, o‘ng tomonlik kritik 7] to*plam 7 >, tengsizlik
bilan aniqlanadi, bu yerda ¢, > 0. Demak, bu yerdar, —kritik nuqtani
aniglash kifoyadir. Bu uchun dastlab giymatdorlik sathi a ni
yetarlicha kichik tanlab, 7, ni nolinchi H, gipoteza o‘rinliligi
shartida 7 > 1, tengsizlik ehtimolligi e ga teng qilib olinadi:

PI>T. I'Hy )=, (2)

So‘ng (2) tenglik 7 ning aniq yoki taqgribiy (ya’ni yetarlicha
katta n da limit) tagsimoti jadvalidan 7, ga nisbatan yechib olinadi.
Bunday jadvallar deyarli barcha matematik statistika bo'yicha
yozilgan adabiyotlar oxirida ilova sifatida keltiriladi. Bunday
jadvallarni o‘z ichiga olgan asosiy adabiyotlardan biri L. Bolshev va
N.Smirnovlarning [4] kitobidir. Biz endi (2) tenglik asosida quyidagi
xulosalarni gilamiz. ¢, —nugta aniglanganidan so‘ng kuzatilgan (1)
tanlanma bo‘yicha T statistika (kriteriy) giymati 7). hisoblanadi.
Agar T,,. >t, bo‘lsa, u holda H, gipoteza rad ctiladi, agarda
7,,. <1, bo‘lsa, u holda bizda Hni rad etishga asos bo‘lmaydi. T
kriteriyning 7). qiymati 1, — kritik nugtadan katta bo‘lishi nafagat u
o‘rinli bo‘lmaganligi uchun, balki boshga sabablarga ko‘ra, masalan,
tanlanma hajmi n kichikligi, tajriba uslubiyati kamchiliklari mav-
judligi va boshgalarga ko‘ra ham bo‘lishi mumkin. Bu holda to'g'ri
bo‘lgan H, gipotezani rad etib, « ehtimollik bilan 1-tur xatolikka
yo‘l go‘yiladi.

Faraz qilaylik, H, gipoteza qabul gilingan bo‘lsin. Ammo
bunday gipoteza to‘g‘ri degan fikr noto‘g‘ridir. Hagigatan ham, biror
umumiy da’voni tasdiglovchi birgina misol uni ishotlay olmaydi. Shu
sababli, quyidagicha fikr yuritish to‘g‘ri bo‘ladi: agar 7,, <1, bo‘lsa,
u holda (1) tanlanma /,, gipotezaga mos keladi va demak u /7, ni rad
etishimizga asos bo‘lmas ekan. Shuning uchun, amaliyotda /H, ning
gabul gilinishi ishonchli bolishi uchun uni yana boshqa kriteriylar
bilan ham yetarlicha katta » larda tekshiriladi. Ma’lumki. biror
da’voni rad etish uchun yagona misol yetarlidir. Shu sababli, biror 7
kriteriy uchun 7,,, > 1, bolishi H, ni rad etishga asos bo‘ladi.
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b) Chap tomonlik va ikki tomonlik kritik to‘plamlarni
aniqlash. Bu hollarda mos kritik nuqtalarni aniglaymiz. Chap
tomonlik kritik to*plamni 7' <7, (1,. <0) tengsizlik bilan aniqlaymiz.
1;, ni berilgan qiymatdorlik sathi & ga mos qilib

P(T<t, | Hy)=a 3)
tenglikdan 7" ning aniq yoki limit tagsimotidan aniqlaymiz.

Ikki  tomonlik  kritik  to'plam  T<# (1) <0) va
T>1;"" (1f}) >0) tengsizliklar yordamida aniqlanadi. Bunda kritik

B

(1) ( .
nugtalar 7, va 7;*’ larni

P(T<t /H,)+ P(T>12 1 Hy)=a “)
tenglikdan aniqlaymiz. Bu holda (4) tenglama ikki noma’lumga
nisbatan birgina tenglama bo*lganligi uchun kritik nuqtalarni ko‘pgina
usullar bilan tanlash mumkin. Agar 7 Kkriteriy tagsimoti nolga
nisbatan simmetrik bo‘lsa, u holda —r) =l}f’ =1;, deb, 7, ni(4) ga
asosan

P(T <=t [ Hy)=P(T >, [ Hy)== (5)
tengliklardan tanlash mumkin.

I'ndi yugorida a va b-hollarda aytilgan ko‘rsatmalarni T
statistikaning 7/, gipoteza o'rinliligi shartidagi aniq yoki taqribiy
(limit) taqsimoti  zichligi  7,(7) va uning tagsimot funksiyasi
Fi (1)~ | /. (1) du orqali tushuntirib o*tamiz. Demak,

Fy (1) = (yoki=)P(T <t/ Hy). (6)

Odatda (6) tagsimot yoki uning zichligi f; jadvallashtirilgan
bo‘ladi. O*ng tomonlik kritik nuqta 7, (2) tenglik, ya’ni

[ fo(u)du=a (7)
tenglikdan jadval yordamida aniglanadi. (7) tenglikni grafik bilan
tasvirlash mumkin (I-rasm).
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I-rasm.

Chap tomonlik kritik nugta 7, (3) tenglik, ya’ni
~lgy

| fotuydu = (8)

tenglikdan jadval yordamida aniglanadi. (8) tenglikni grafik bilan
tasvirlash mumkin (2-rasm).

140 A
e
X
\
\n
\
\
\

\\‘h-
A e
0

2-rasm.



Agar f,(7) funksiya simmetrik bo‘lsa, (fLo(=0)=/f,(1)), u
holda 7, ni (4) va (5) tengliklar, ya’ni
T

[ £ (uydu= jﬁ(u)du:% 9)
o, e

tengliklar orqali aniqlanadi. Bu holda grafik tasvir 3-rasmdagi kabi
bo‘ladi.

s 4

1-Filtig)=al2

> 4

0 tip

3-rasm.
3-§. Optimal kriteriy qurish

Faraz gilaylik, biznt qizigtirayotgan & tasodifiy migdorni kuza-
tib, bog'ligsiz A, .V, ... X, tanlanma hosil gilingan bo‘lsin. Ushbu
tanlanma  yordamida kriteriy kuzatiladi. Odatda kriteriy asosiy
pipoteza ko‘rimshiga qarab quriladi. Bu kriteriy orqali H,, gipoteza
qabul qilinishi yoki rad etilishi mumkin. Statistik kriterly yordamida
5 lritik soha aniglanadi. Agar kuzatilmalar, ya’ni kriteriyning kuza-
tilmalar bo*yicha qiymati kritik soha S ga tegishli bo‘lsa, asosiy H
pipoteza rad etiladi va alternativ //, gipoteza qabul gilinadi. Aksincha
bo‘lsa, ya'ni kritik sohaga tegishli bo‘lmasa, u holda asosiy gipoteza
gabul qilinadi. Avvalgi paragraflardan ma’lumki, statistik gipoteza-
larni tekshirishda biz ikki turdagi xatolikka yo*l go*yamiz:
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- asosiy gipoteza H, to‘g‘ri bo‘lganligi shartida ularni rad eti-
lishi 1-tur xatolik deb ataladi va & bilan belgilanadi:
a=P(x"cs/H,)=p(x"ecs).

- alternativ gipoteza H, to‘g‘riligi shartida uni rad etib asosiy
gipoteza H, ning gabul gilinishi 2-tur xatolik deb ataladi va f bilan
belgilanadi:

B=P(x"¢s/H)=p(x"¢s5).

w=l-p=B(x"c§) entimollikka kriteriy quvvati deb
ataladi.

Agar w<a bo'lsa. u holda kuzatilmalarni S ga nisbatan tuzi-
lishi H, gipoteza to'g'riligi shartida H, gipoteza to‘g riligi shartiga
nisbatan qiyinroq. Shuning uchun § kriteriyni w >« tengsizlik o'rinli
bo‘ladigan gilib tanlash kerak.

Agar

asw=l-p
shart o‘rinli bo‘lsa statistik kriteriy siljimagan kriteriy deb ataladi.
Odatda ikkala ehtimolliklar z va £ lami bir vaqtda kichiklashtirish
mumkin emas. Shuning uchun l-tur xatolik « fiksirlanadi va 2-tur
xatolikni kichiklashtirishga harakat gilinadi:

[)asau e , 0 o <a,
nﬂ 3% "2." o, fiksirlangan son) yoki 0> ma :

Misol. (a.1) parametrli normal tagsimotni kuzatish natijasida
X, kuzatilma olingan bo‘lsin. H,:a=0 va H, :a=1 sodda gipo-
tezalarni quraylik. Statistik kriteriyni quyidagicha olamiz:

agar X, ¢ bo'lsa, A ni,

agar X, >c bo'lsa, H, ni gabul gilamiz.

U holda l-tur xatolik a=F (X, >c) va 2-tur xatolik
B =PB(X, <c) lar va gipotezalarga mos zichliklarni grafik ifoda-
laymiz (4-rasm).
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4-rasm.

Rasmdan ko‘rinadiki ¢ ni kattalashtirsak, 1-tur xatolik « ka-
mayadi, lekin 2-tur xatolik 3 esa kattalashadi, aksincha ¢ ni kichik-
lashtirsak, 2-tur xatolik kamayadi. lekin 1-tur xatolik kattalashadi.

Demak, statistik kriteriyni shunday tanlash kerakki, 2-tur
xatolik /3 eng kichik (yoki w=1-/ eng katta) qiymatni gabul qilsin.
Agar S kriteriydagi 2-tur xatolik /3, ning giymati ixtiyoriy boshqa S
kriteriydagi 2-tur xatolik 3 ni giymatidan katta bo‘lmasa:

B.<n:
S, kriteriy eng quvvatli kriteriy deb ataladi. Ushbu tengsizlik
ixtivoriy S, uchun o'rinli bo‘lsa, u holda S, kriteriy tekis eng
quvvatli kriteriy deb ataladi.

u holda

tasodifiy migdorni kuratish natijasida X = (U 0 )

=
bog'ligsiz tanlanma hosil qilugan bo‘lsin. Quyidagi ikki sodda
gipotezani ko‘ramiz: H, : X, kuzatilmalar tagsimoti Fy(x) va H,: X,
kuzatilmalar tagsimoti F(x). f, va f; orqali mos tagsimotlar zichlik

funksivalanni belgilaymiz. Har ikkala tagsimot /; va £ lar bir vaqtda

voki diskret yoki uzluksiz bolsin. H, gipoteza o‘rinliligida

Py, (X)) =TT4(X.), 1
d 1=l
/1, gipoteza o'rinliligida esa
PR ) TR )
=1

hagigatga o'xshashlik funksiyalari bo‘lsin. Mu'lumki,‘ hagiqatga
o*xshashlik funksiyasi bu tanlanmaning zichlik funksiyasidir.
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(xtn) ﬂf(X)

Llxt)=fa
(X(”)) n j(j(Xl

(3)

nishatga hagigatga o ‘xshashlik nisbati statistikasi deb ataladi.
Teorema (Neyman-Pirson). Sodda gipoteza H, ni unga alter-
nativ bo‘lgan sodda gipoteza A, bo‘lgan holda tekshirish uchun tekis eng
quvvatli kriteriy mavjud va uning kritik sohasi quyidagicha aniqglanadi:
|
Sy = [ A () = m cJ\,, (4)
l ﬂ 1o(X;) IJ

bu yerda C kritik nugta Py, (I(x‘"’ )> C) =« shartdan aniglanadi.

Misol. X" =(X,,X,,....X,) tanlanma (0;0") parametrli
normal tagsimotdan olingan bo‘lsin. Noma’lum parametr 0 to*g‘risida
quyidagi ikki sodda gipotezani ko‘ramiz:

H,:6=6, va H;:6=0, (0,<9,).

I-tur xatoligi & bo‘lgan tekis eng quvvatli kriteriy qurish masa-

lasini ko‘ramiz: Neyman-Pirson teoremasiga ko‘ra kritik sohani anig-

laymiz:
( - J”°xv[< 7 )’
s R
n { ” i '7!'
(sl e
2no |{ il 20 If
yoki
(n) ""(gl—oﬂ " .’ 5 o
e )=e IT—;T—”(”Z )I C,

bu yerda x = lz X, - tanlanma o‘rta giymati tengsizlikning har ikki
L}
tomonini logarifmlab, 6 >0, ckanligini hisobga olib, quyidagi
ekvivalent tengsizlikni hosil qilamiz:
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i
2 Inc
(6:~05)n
C, — kritik nugta bo‘lib, u 1-tur xatolik ¢ orqali aniglanadi.
Odatda « = 0,05 beriladi va u orqali C, hamda 8 — 2-tur xatolikni

topamiz.
Normal tagsimot xarakterizatsion xossasiga ko‘ra: agar

X, X, ... X, lar bog'ligsiz tasodifiy miqdor bo‘lib, har biri (9,0’3)
parametrli normal tagsimlangan bo'lsa, u holda:
X+ Xy bt X N(H“ :a:n) bo‘ladi. Bu xossani inobatga olsak,

bu yerda C, =—I]Z(9" +0,)+

Ly o+ K et XS ,\f(g.i j bo*ladi, chunki,
n n
1/( Ly, S )): Lmx, + .+ Mx,)=10.n=0,

Dl ~(8 Sl ))__(1)\ +ot DXy )=—an=2-.

\ N
{ 30, .il_'f.’;):] q)((‘_lﬂ_\/_—_).

> S . = ] ————
o //,”(.\ <,) 1.:1‘,‘ T o s

Demak.

rda(-) standart normal tagsimotning tagsimot funksiyasidir.

')l) V¢
Agai orgali @ tartibh kvantilni belgilasak, (‘D(ru )=(1, u holda
I 5
ts A0 (5)
=
(5) tenglikdan ¢, ~ kritik chegarani topamiz:
leuO
¢ =0y + L (6)
NN

(6) tenglikdan ko'rinadiki, ¢, soni 6, ga bog‘lig, lekin 6, ga bog'liq
emas. Endi 2-tur ehtimollik £ ni aniglaymiz:
/1, gipoteza o‘rinliligida

x ==Xy + Xy bt Xy ”[ 3)

n



ekanligidan

[3=P,‘,1 (;<c,)=PHl (:;j;; q—91 J‘:

d)("‘_;‘l,/;)ﬂp(s/; g5 i, )
bo'ladi, ’

Endi n=25, o* =25, 0,=0, o =0,05 bo‘lganda 2-tur xatolik
[ ning giymatini hisoblaymiz:

agar 6, =1 bo‘lsa, f = ¢(J_“"—‘+1645J 0,741;

agar 6, =5 bo‘lsa, ﬁ:m(&?%Jr 1,645 J: 0,001.

Yuqorida keltirilganlardan ko‘rinadiki, ¢, ni 0, dan uzog-
lashtirsak, 2-tur xatolik ehtimolligi kichiklashar ekan.

Asosiy va alternativ gipotezalar sodda bo‘lgan hollar nisbatan
kam uchraydi. Ko‘p hollarda asosiy va alternativ gipotezalarning har
ikkalasi ham (yoki ulardan biri) murakkab bo‘lgan hol uchraydi.
Quyidagi ko‘p uchraydigan holni ko‘ramiz: X,,X,....X, tanlanma
noma’lum parametr anigligida berilgan va asosiy gipoteza I,
sodda, alternativ gipoteza esa murakkab.

H,:0=8,, H,:0€0,,
bu yerda 6 - noma'lum parametr, ©® — noma’lum parametr 0
aniqlangan soha, ya'ni parametrik fazo, ®, =©\{0, |.

Neyman-Pirson teoremasiga ko‘ra, ¥(0,.0, ). 0, ¢ ©, nuqtadan
asosiy gipoteza H,:0 =0, ni unga alternativ gipoteza I, :0 =0,
bo‘lgan holda eng quvvatli kriteriy qurish mumkin.

Agar eng quvvatli kriteriylar aynan shu S kritik sohaga ega
bo‘lsa, u holda statistik kriteriy alternativ gipotezaning ixtiyoriy
©, dagi giymatida kriteriy quvvatini maksimallashtiradi. Shuning
uchun bunday kriteriyni sodda gipoteza / ni tekshirishda unga
alternativ gipoteza H, :0€ ©,; bo‘lgandagi tekis eng quvvatli kriteriy
deb ataladi, Agar S alternativa ¢, ga bog‘liq bo‘lsa, u holda V6, € ©,
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uchun eng y.axsl'li kfitik soha mavjud emas. Bu esa ushbu holda tekis
eng quvvatli kriteriy mavjud emasligini bildiradi. Quyida tekis eng
quvvatli kriteriy qurishga misol ko‘ramiz:

Misol. X" =(X,,X, s X,) tanlanma (6,0°) parametrli
normal tagsimotdan olingan bo‘lsin. Alternativ gipoteza H, :0 >0,
bo‘lganda asosiy gipoteza H, :0 =6, ni tekshirish masalasini ko‘ra-
miz. Neyman-Pirson kriteriysini qo‘llab ikki sodda gipoteza uchun
H,:0=0,va H :0=06,<0, x>c kritik sohaga ega bo‘lamiz ( S
kritik sohani topish yuqorildagi misolda keltirilgan).

Bu yerda ¢, =6, +1, % ya'ni alternativ 6, ga bog'liq emas.

n
Shuning uchun S kriteriy sodda H,:0=6; va murakkab
H,:0& O lamni tekshirishda tekis eng quvvatli kriteriy bo‘ladi. Ushbu

kriteriy quvvati

=0 6,0 X
\\'.:l—(l)(ﬂ)_—_]-d)( 9 \[’;+’ﬂ ) (7)
o o
ga teng. 0, —0 < 0 ekanligidan, V0 >0, da
Pyl

Bu xossa o‘rinli bo*lgan kriteriy asosli kriteriy deb ataladi. (7)
kriteriy grafigi S-rasmda keltirilgan.

T W (®)

1

S-rasm.
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@ ni 8, ga intilishida quvvat & miqdorgacha kichiklashadi:
w—1-®(1, )=1-(1-a)=a,
hamda 2-tur xatolik f=1-w esa 1—a ga intiladi.

Qurilgan misolda kritik soha bir tomonlama edi, endi ikki
tomonlama bo‘lgan holni ham ko‘ramiz.

Avvalgi misol shartida H,:0=6, va H, :0=0, bo'lsin. Bu
holda @ <@, va 0 >0, giymatlar uchun Neyman-Pirson kriteriysi turli
kriteriylarni beradi: x<c' vax>c, ya'ni barcha @ # 6, nuqtalarda w
quvvatni maksimallashtiruvchi kriteriy mavjud emas. Shu sababli ikki
tomonlama kriteriydan foydalanishga to‘g'ri keladi:

x—ajz!
=21, %

Kvantilni 7, tanlash 1-tur xalolikm o ga teng bo‘lishini taminlaydi.
2
Ushbu kriteriyning quvvati
w=|—¢(-’i'-‘”:—0—\[;,'+’/ J4,¢[MJ;1—/« ’
g o &«

ga teng, grafigi 6-rasmda keltirilgan.

wn)

I

1

1

0, 0
G-rasm.

Hagiqatga o‘xshashlik kriteriysining asimptotik tagsimoti.
Biz statistik gipotezalarni tekshirishda hagiqatga o‘xshashlik nisbati
statistikasiga asoslangan kriterty eng quvvatli bo*lishini ko‘rib o‘tdik.
Endi hagiqatga o‘xshashlik nisbati statistikasining asimptotik taqgsi-
motini topishni ko‘rib o*tamiz.
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x) =(X, A ,...,X,,) bog‘ligsiz, takroriy tanlanma noma’lum
parametr 0 anigligida berilgan bo‘lsin. e ® = RS , s21. Quyidagi
gipotezalarni ko‘ramiz: H, :0 =0, va H,:0#0,. Ushbu gipoteza-
larni tekshirish uchun hagigatga o*xshashlik statistikasini kiritamiz:

)y A% 8)
L, (x™) Hh (1)
bu yerda HA” — haqigatga maksimal o‘xshashlik usuli bahosi.

Teorema (Uilks). Regulyarlik shartlari hamda asosiy gipoteza
H, o‘rinliligida (1)-haqigatga o‘xshashlik nisbati statistikasi uchun

21, (x) Sy~ 2, @)
munosabat o‘rinli.

d
Bu yerda = tagsimot bo‘yicha yaginlashishni, y{ — ozodlik
darajasi 1 bo*lgan xi-kvadrat tagsimotni bildiradi.
Isboti. Teorema shartlari va /| gipoteza o'rinliligida

Jn(6, ~8,) > N (0,17 (0))

munosabat o‘rinli, ya'ni li — hagiqatga maksimal o‘xshashlik usuli
bahosi asimptotik normal baho l«o‘)adL Bu yerda
10) Ml dlog f( X, H) i M(FZ Iog{'()(, ,0))
o0 / a0
bitta | tilmaning Fisher informatsiyasi (1) ni logarifmlab, Teylor
qgatoriga yoyamiz:

tog 2, (¥) = 3 tog /( X, .6, )~ log £ X, .0, )=

il
" clog /( X ‘{;n) 1~ 2 '\2 lng( )
(0, -0,)3 - ,{(()“ -—()“) ,2. T_z

n B L X 0
3 ']2”(()11 ‘”u) ;11- l (_J’E/( ») .

jl

bu yerda 0, ¢ ((;I‘ s )



Regulyarlik shartlari o‘rinliligida va H, gipoteza o‘rinliligida
1.8 log 1(x.8,)
L o6*

Al ( &% log /(X 6)

)

Ikkinchi tomondan,

s 24y
me, -6, =>——
( . ) 1(6;)
Slutskiy teoremasidan teoremaning tasdig'i kelib chigadi.

Misol. X, . X, ..., X, tanlanma 6 parametrli Puasson tagsimo-
tidan olingan bolsin. H :0 =6, va H :0+0, gipotezalarni tekshi-
rish masalasini ko‘ramiz.

Ma’lumki, bu tagsimot noma’lum parametri # uchun hagiqatga
maksimal o*xshashlik usuli bahosi 6, = x dir. Haqiqatga o*xshashlik
nisbati statistikasini yozib olamiz:

e fhedy)_ 755 o v
L(x")= =[]
i ia J1X B) ef"’"ﬂ,,‘“"'

3 2 {x, J
=(—J"“ expin(x-0, )
9()

210gL, (X") = 2%2"}\(, 1og( OL |+ n(x-0,) 5
je] VD J

|
=2nL1;log( -0}
Uilks teoremasiga ko‘ra
r‘. e v l 2
Znixlog[\a;)«&(.wr—(),,)j ~yi.

Demak, asosiy gipoteza [, ni tekshirishda 1-tur
a = 0,05 olsak, kritik soha

xatolikni
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L \

e 5 :
S = ,\':Zn{i xlog| BL}}_(’\-_QO )}Zlf ‘(0’95)}=
X (i

( _ i .
= ’l ,\‘:211% _rlog?;—+(,\‘—9(,)}23,84}.

\ 0

ga teng bo‘ladi.

4-§. Ba'zi muhim statistik kriteriylar

Amaliyotda keng qo‘llaniladigan kriteriylar odatda bir tanlan-
malik va ikki tanlanmalik bo*ladi. Bir tanlanmalik kriteriylar tanlanma
{o*plam giputctil} bosh to*plam bilan 'solishtiriladi. Bunda bosh
1o plam xamktcng1kalgr| gipotez;.xda amqlanadi yoki bosh to‘plam
orqali hisoblanadi. Tkki tanlanmalik kriteriylar ikkita tanlanmani so-
jishtirish, masalan biologik, tibbiy, pedagogik sohalarda nazorat va
tajriba guruhlariga mos tanlanmalari solishtiriladi. Bunda ikki tanlan-
ma to'plamlarni solishtirishdan ko‘ra ular o'rta giymatlari fargi 0 ga
nisbatan. dispersiyalari nisbati 1 ga nisbatan yoki umumiy holda ular-
ning tagsimotlari fargi biror funksionali 0 ga nisbatan solishtiriladi,

Masalan:

a) Z-kriteriylar. Tanlanma normal tagsimotga ega va uning
di ,pgmyn\i ma’lumligida tanlanma o‘rta giymat va bosh to*plam o'rta
(||_vm:nhnm| solishtirishdan iborat. U ikki tanlanmalik bo‘lishi ham
mumkin;

b) r-kriteriyviar turli shartlarda o'rta qiymatlarni solishtirishdan
iborat.

v) proporsivalar kriterivlari o‘rta qiymatlar kriteriylariga
ot xshash bo'lib, ehtimolliklarni solishtirishdan iboratdir;

i) xi-kvadrat kriteriylari ham bir tanlanmalik va ikki tanlan-
malik bo*lib, nisbiy chastotalar farglari kvadratlarini o‘rganishdan
1|m|:lh\ll.

d) F-kriteriy (dispersiyani tahlil gilish: ANOVA (analysis of
variance)).
Fndi quyidagi  jadvalda biz ba’zi keng qo‘llaniladigan

kriteriylarning mos  statistikalari va ularning qo‘llanish shartlarini
keltiramiz
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Bir va ikki tanlanmalik kriteriylar

Kriteriylarn nomi | Statistika formulasi va v - ozodlik Qo‘llanilishi
darajasi shartlari
Bir tanlanmali x—Hgy Bosh to*plam
7 “kriteriy z_a/\/;; N(u.,c*) normal
tagsimotga ega yoki
n>30 va o -
ma’lum
i nlanmali = ; 2
,;‘E;(rite‘r?y (xl ~x, )~dy ‘ IkklN(,u,:O'l )va
Fr g% N(u, 03 )bog'lig
bo*lmagan  normal
bosh to‘plamlar cr,Z
va 0'22 dispersiyala}i
Jmalum
Bir  tanlanmalik _ Xy Bosh to'plam
(-kriteriy s/ N(u,o”) normal
(Styudent, tagsimlangs :
s = jsimlangan  yoki
Kramer-Uelch) 5% = LZ(X = f)z n>30 VA, O=
n=15 noma’lum
yen-1 i
Juftlangan d—d, d Ayirmalar bosh to*p- |
1-kriteriy ""‘T—- s dy =y, lami normal  yoki
(Styudent, agiNn n>30 va ‘¢«
Kramer-Uelch) A v=n=], noma’lum
d - ayirmalar o‘rta anifmetigi,
Sdz —ayirmalar dispersiyasi
Tkki tanlanmalik ik (El—};)—(i(; A Tkki tanlanma bog‘-
birlashtirilgan = BER T ligsiz N (p,,0( ) va
{-kriteriy, disper- Shult— N 5 i
siyalar teng neom (n,,0;) norma
(Styudent, v=ndn, -2, tagsimotlarga  ega
Kramer-Uelch) yoki ny 41, > 40 va

 (m=1)§*+(n,~1) 5}

‘—S'—Z
’ ny Ay ~2

o, =o, noma'lum

378



[Mkki tanlanmalik
birlashtirilgan
{-kriterty. disper-
siyalar turlicha
(Styudent,
Kramer-Uelch)

——

Z -kriteriy

Tkki proporsiyalik
vi Hoy:p=pr

bo‘yicha birlashti-
rilgan Z- kriteriy

[ Tiii proporsiyalik
| birlashtiriimagan
| Z-kriterty

[

Moslikhagidag
| xi-kvadratkriteriy

| (Pirson)

|
|
|
,
|
‘
i
i
w.
,
s

Bir proporsiyalik

=1

Ikki tanlanma bog'-
ligsiz N(u,07)  va
N(Hz.o'i") normal
tagsimotlarga  ega
yoki m+n; >40 va
oyp=oslar  noma’-
lum

< (kuzatilgan-kutilayotgan)®

Vv
i

\4

= (!:"Po‘)\/;

\Poll-pg)

npg > 10 va
n(l-py)>10

[ T
{pll=p}| —%—

\'l llnl 7y

- _mtmy

"l + 15

(n=r2)-d

=p)  pyli=pa)

n m

m m,
i . Py =—=
ny S 3

kutilayotgan

i (s
zl"";Pi2,
=l ¥y
/ - intervallar soni,

empirtk va v, = np;

kutilayotgan chastota
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mp; >3 va
m(l=p)>35;

mpy >S5 va
m(1=py)>5;
tanlanmalar  bog'liq
emas

| Barcha kut ilayotgan

mp >S5 va
m(l=pp)>35;
mypy >5 va
m(l=py)>5;

tanlanmalar bog‘liq
emas

migdorlar 5 dan kam
emas (v;,v;25).
Kriterly ozodlik
darajast v=I-s-1
bo‘lib, bu yerda
s - baholanayotgan
noma’lum parametr-
lar soni




H$ki tatahnmali 512 Bosh to*plam normal
dispersiyalar F= o taqsimlangan.
tengligi hagidagi 2 2 02
F_gkrie:;q}dagl 5‘ 2SZ.H010', =0y
(Fisher-Snedekor) g’pmezf
F>ﬁwl%.n,—l;n2—])
bo*lganida rad
etiladi

Izoh. Yugqoridagi jadvalda quyidagi belgilar ishlatilgan: 0 indeksi H,, ga
mos keladi, 1 va 2 lar esa 1- va 2-tanlanmalarga mos keladi;

o — I tur xatolik ehtimolligi (kriteriy hajmi):

7 M H tanlanmalar hajmlari;

;, . 44, — birinchi tanlanma va bosh to*plamiar o'rta giymatlari;

}2 , 11, — ikkinchi tanlanma va bosh toplamlar orta qiymatlari;

T va §° — tanlanma o'rta giymati va to*g'rilangan dispersiya;

1, — nolinchi gipotezadagi o'rta giymat;

o .ol o} ~bosh to‘plamlar dispersiyalari;

M m iy,
p= Uil Py —L, p,=—% ~tanlanmalar proporsiyalari;
n n

my = npy, My ="p; = kutilayotgan chastotalar;
513 va S—'f — tanlanmalarning to‘g‘rilangan dispersiyalar:
w2 R e
Sy = 72(,\,, =) k=12
' o

Endi biz yuqoridagi jadvalda keltirilgan statistikalarni kriteriy
tuzishda qo'‘llanilishiga doir bir qator misollar keltirib o‘tamiz,

A. p hagidagi gipotezani tekshirish (Z va r-kriteriylar).

1-hol. Z-kriteriyning bosh to‘plam dispersiyasi ° ma’lum-
ligida go‘llanilishi.

Masala. Ozig-ovgat shoxobchalari rahbariyati quyidagi xulo-
saga kelgan: xaridorlarga xizmat ko‘rsatish normal tagsimlangan
bo‘lib, xizmatni o‘rtacha vaqgti 3,5 minut va standart og‘ishi esa 1,3
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minutga teng. Xizmat sifatini nazorat qiluvchi boshqarma 40 ta
xaridorga xizmat Ko‘rsatilishini tahlil gilib, o‘rtacha xizmat vaqti 4,8
min. ekanini anigladi. & =0,05 giymatdorlik sathi bilan ozig-ovqat
shoxobchalz.u‘.i rahbariyatining o‘rtacha xizmat vaqti haqidagi xulo-
sasini tekshiring.

Yechim. Demak, u,=3,5; o=13; n=40; ;:4,8 va
o =0,05. Biz H:p=p, gipotezani Z statistika orqali tekshiramiz.
Dastlab  ikki tomonlama kriteriyni ko‘rib o‘tamiz. Demak,
H, :pt# Ho- Normal tagsimot jadvalidan ikki tomonlama kritik nug-
tani topib olamiz:

Ly =Lz =425 b1 068
Statistikani hisoblaymiz
S Xfip A gy RN
Tz T gidn 13480 0,2055
Ammo =z, >1.96, demak H, gipotezani (1-0)100%=95%
ishonch bilan rad etamiz. Bu esa o‘rtacha xizmat vaqti 3,5 min.
emasligini ko‘rsatadi.

2-hol. S ma’lumligida r Kriteriyning qo‘llanishi.

Misol. 12 ta  tajribada  quyidagi tanlanma kuzatilgan:
4.3272.352.3.344,6. Bosh to‘plam o‘rta qiymati p=3 degan
taxminni -« = 0,01 kriteriy  hajmida tekshiring. Alternativani
H, :p >3 ~ o'ng tomonlama oling.

Yechim. Demak, puy=3; n=12; ¥=3,4167; §°=1,538;

=06,328.

S R ey ;
S =1,2401 va § ~=0,3580. 7 statistikani hisoblaymiz:

> 4 -3
‘ X=plg 3‘;,!(31_'.:1,1640‘
e =TT 03580

/ statistika ozodlik darajasi v =n—1 bo‘lgan Styudent tagsimotiga
con bo'lpani uchun uning @ = 0,01 ga mos kritik nuqtasi
1, =l =D I IBIE
Ammo, I 1,1640 < 1, =2,7181 bo‘lgani uchun H iy =3
pipotezani gabul gilamiz.
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V. Bog‘lig bo‘lmagan tanlanmalarga mos bosh to‘plamlayr
o‘rta giymatlari farqglari haqidagi gipotezani tekshirish.

1-hol. Bosh to‘plamlar uchun o, va ¢, lar ma’lum ekanida
Z-statistikaning qo‘llanilishi.

Masala. Biror kompaniya o‘z ishchilarining ishlash sama-
radorligini aniglash magsadida mahalliy aholi va chet eldan kelib
ishlayotgan xodimlari ishlab chigayotgan mahsulotlari o‘rtacha soninj
solishtirdi. Ularga mos standart xatoliklar mos ravishda o, =8 va
o, =10 bo‘lib, mahalliy ishchilardan »n, =32 va chet elliklardan
n, =38 kishi faoliyati solishtirildi. Bu ikki guruh ishchilardan har biri
uchun o‘rta mahsulotlar soni ;, =50 va :, =40 birlikdan iborat.
Kriteriy satxini @ =0,01 deb tanlab, guruhlar samaradorligini anig-
lang.

Yechim, Demak, n =32; x,=50; 0,=8 va n, =38; X, =40;

2

0,=10; a=0,01. Biz asosty Hy:p,=pu, gipotezani H,:u, #u,
alternativga qarshi tekshiramiz. Tkki tanlanmali Z-statistika qiymati

g > (
Ziur = ( 1 2} ki 50, 40‘ z _7_T1)~;“ . 416466
oi 9% \fﬁgm N YEXEIT
ng My 32 38

Ammo, z,,. =4,6466> z, =2.33, demak, H, gipoteza rad etiladi va
H, gipoteza qabul qilinadi. Bu esa mahalliy aholining ish samara-
dorligi chet elliklarnikidan yuqoriligini ko‘rsatadi

2-hol. Agar tanlanmalarning S, va S, - standart og'ishlari

ma’lum va ular 0,2 va 0'_3 dispersiyalari teng bo‘lgan (o, =& ,) bosh
to‘plamlardan olingan bo'lsa, H, :p,
yordamida tekshiring.

Masala. Tkki oliy o‘quv yurtida bir xil fan bo‘yicha maksimal
ball 50 bo‘lganida test-sinovlari o‘tkazilib, ular uchun o'rtacha
o‘zlashtirish ko‘rsatkichlari ;1 =41,93 va \ = 44,56 hamda ularga

mos standart og'ishlar S| =2.86 va S, =1,42 lardan iborat, Har bir

o‘quv yurtida n, = n, =40 talaba bilimi tekshiriladi. Ushbu ma’ lumot-

< p,  gipotezani 1 -kriteriy
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la.r.gu astlyslang.an test-sinovlari o‘tkazuvchilar har ikki guruh talabalari
bilimlari orasida sezilarli farq yo'q, degan fikmi (ya'ni H, gipo-

tezani) ilgari surdilar. Qiymatdorlik sathini «=0,05 deb tanlab
yuqoridagi fikr to‘g'riligini tekshiring.

Yechim. Demak, n, =40; x, =41,93; 5,=2,86 va n, =40;
x, =44,56: S, =1,42: o = 0.05. Biz ikki tanlanmalik birlashtirilgan
¢ -kriteriyni qo‘llaymiz. Bu holda ozodlik darajasi v = n, +n, —2=18

va unga mos (1-a)100% =5% lik kritik nuqta Styudent tagsimoti
jadvalidan topiladi:

1, =%1(78;0,5/2)=+1(78;0,25) =+1,9908 .
Standart og’ishni hisoblaymiz:

5. 15,, R (m=1)S% +(m,-1)83 Y 1 SN
ARy \n, m =2 mom
Il (a0-1)(2.86) +(d0-1)(1,42)"
B . s | L) =0,5040.
VA 404402 40 40
Alternativ
Hyopy # 1y .

gipotezani  ikki tomonlama qilib

tanlaymiz:
f -statistikani hisoblaymiz:

93-44 .56
= M350 Tl
0.,5049

X =%
Kriteriy ikki tomonlamilik va 1, =-5,2090< 1, =-1,9908. Demak,
I1, wipoteza rad etiladi va H, gipoteza qabul gilinadi. Bu esa
(1 )100% — 95% ishonch bilan ikki oliy o‘quv yurtida tekshirilgan
fan bo*yicha bilim ko*rsatkichlari fargli degan xulosaga kelamiz.

. Bosh to*plamlar proporsiyalari hagidagi gipotezani tek-
shiramiz. Quyidagi kriteriy binomial (dixotomik) tagsimotlar uchun
katta hajmdagi tanlanmalar (7> 30) uchun qo‘llaniladi.

Misol. Hodisa o'y berish chtimolligi nolinchi gipotezada
0.% deb faraz gilinadi. Tajriba n=600 marta o‘tkazilganida
ushbu hodisa m =468 marta ro'y beradi. Demak, nisbiy chastota,

: ; ~ m 468
ya'ni tanlanma proporsiya p=-—=

P

=—=0,78 va standart og'ish
n o 600
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_ [poU=py) _ 0802 _ L s
lert e %00 =0,0163. Bu holda np, =600-0,8=480

va n{1- p, ) =600-0,2=120. Hodisa ro’y berish ehtimolligi haqidagi
H,:p=0.8 gipotezani alternativ /,:p<0.2 gipotezaga nisbatan
a = 0,05 kritik hajmda tekshiring.

Yechim. Demak, p, =0.8; p=0.78; o, =0,0163 va & =0,05.
Kritik nugtani hisoblaymiz: 1, =z, =—1.65. Statistikani hisob-

laymiz:
p=py 078080
Zp, = ———=—==1,2247
kuz =
% e 0.,0163
Ammo, 2, =-1,2247<-1,65=1, bo‘lgani uchun H;ni qabul
gilamiz,

D. Tkki bosh to‘plamlar proporsiyalari p, va p, lar farqgi
hagidagi gipotezani tekshirish.

Ushbu kriteriy binomial tagsimotga ega tanlanmalar hajmi katta
(n=30) bo‘lgan holda qo‘llaniladi.

Masala. Talabalar shaharchasida o‘tkazilgan so‘rovnomada
tavakkaliga tanlangan 200 yigitdan 40 ta va 250 qizlardan 85 tasi
O*zbekiston Milliy universiteti (O'zMU) talabasi ekanligi aniglandi.
o = 0,1 giymatdorlik sathida talabalar shaharchasidagi O‘zMU talaba
qizlari proporsiyasi p; O'zZMU talaba yigitlari proporsiyasidan katta,
degan taxminni tekshiring.

Yechim. Demak; », =200; m, =40; p, =0,2; n,=250;
oomptm, 40485

4 —In_--fz. - 2004250

m, =85; Py =0,34; ~0,2778. Mos disper-
siyani hisoblaymiz:
» —Vp(l ”)(Zf’nz ]«\().h778(1-.0.277xy(

PP

a ) 2 00,0425,

e
& 200 250

Asosily gipoteza H,:p, = p,, alternativa esa H, :p, < ps.
Berilgan kritik hajm @ =0,1 ga mos Z-kriteriy kritik nugtasi
1, = —1(0,1)=-1.28. Z -statistika qiymati
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D\ =Py 2-0.34
Zhuz = OI_A [i 0—'3— 3 2941.

0,0425

Py—P2
3.2941<~1,28=1, , demak H, rad etiladi va

H, m qabul gilamiz, ya’ni yigitlar proporsiyasi gizlarnikidan kam
ckan.

Ammo

Zhuz

E. Ikkita normal tagsimotga ega bosh to‘plamlarning dis-
persiyalarini solishtirish.

Berilgan @ kritik hajmda ikki bosh to‘plamlar dispersiyalari
tengligi haqidagi nolinchi H, :o =0 gipotezani Fisher-Snedekor
statistikasi

SEJ“J
F‘l.u; :3_
SLlr:\uk
nisbat bilan hisoblanadi, bu yerda suratda dispersiyalarning kattasi
olinadi. /" -kriteriyning kritik nugtasi ozodlik darajalari v, =n, =1 va
v, = n, =1 bo‘lganida Fisher-Snedekor tagsimoti jadvalidan aniq-
lanadi
Misol. Tkki korxonalar guruhi (har birida 13 tadan korxonalar)
ovlik ishlash vagtlari (kunlarda) quyidagi ko*rsatkichlarda ifodalanadi:
X 23 kun, x, =26 kun, S(" 3 kun va S§=6 kun. =01 -
aivmatdorlik sathida har ikki curuh korxonalari uchun o‘rtacha ish
vaqilaridan og'ishlari bir xilligi hagidagi Hoor=lo:

gipotezani
teks!

Yechim. Biz alternativ gipotezani ikki tomonlama H, oy #02
deb tanlaymiz, Ozodlik darajalari v, =v, =13=1=12. F -statistikani
hisoblaymiz:

2 |
o Stana_ 8,10

e Ry =

Siiohik -~ Sa

2.

kuz

o s 0.1
Ikki tomonlama kriteriy kritik nugtalarini %:T" 0,05 sath va
v =v. =12 bo‘lgan holda jadvaldan aniglaymiz:

Fi|Zvv2 )= £, (0,05:12:12) = 2.69.
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Ammo F ,=2<F, =269, demak bizda H, gipotezani rad

etishga asos yo'q.

Masala. Maktab o‘quvchilari ikki guruhiga arifmetikadan
masalalar berilib, ulardan biriga ijobiy natija, ya'ni testdan o‘tganlar
hagida, ikkinchisiga esa salbiy natija, ya'ni testdan o‘tmaganlar hagida
ma’lumot beriladi. Tajriba natijasida vaqt ko‘rsatkichlari bo‘yicha
ma’lumotlar quyidagicha: n, =13; 57 =4,06 va n, =12; 57 =20,25.
Kriteriy hajmi = 0,01 bo‘lganida H, :07 =03 gipotezani H, :of >o}
alternativaga qarshi tekshiring.

.
Yechim. F- statistika giymati: F, 6 =—==-"""-=x4,99.
S, 05
a=0,01 gavav, =12-1=11, v, =13-1=12 larga mos kritik nuqta
F,(0,01;11;12)=4,22< F,, =4,99. Demak, H,rad etilib. H, gabul
qgilinadi.
5-8§. Muvofiglik kriteriylari

Faraz qilaylik, X}, Xz, ..., X, lar bog'ligsiz » ta tajriba natijasida
X tasodifiy migdoming olingan kuzatilmalari bo‘lsin. X tasodifiy
migdorning tagsimoti noma’lum F(x) funksiyadan iborat bo‘lsin.
Tagsimot ko‘rinishi to‘g'risidagi gipotezani gistogramma yoki poligon
ko‘rishiga ko‘ra ham aniglash mumkin:

b v
Izoh: a) normal tagsimot; b) ko*rsatkichli tagsimot; v) tekis tagsimot.
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Noparametrik asosiy gipotezaga ko‘ra Hp:F(x)=F(x). Mana shu
statistik gipotezani tekshirish talab etilsin.

I. A. Kolmogorovning muvofiglik alomati

X1.Xo .., X, kuzatilmalar asosida F,(x) empirik taqsimot
funksiyasini tuzamiz. Faraz gilamiz, F(x) uzluksiz tagsimot funksiyasi
bo‘lsin. Quyidagi statistikani kiritamiz

D,=D,(X,.X,,..X,)= sup |Fa(x)=F(%)

Glivenko-Kantelli teoremasiga ko‘ra n yetarli katta bo‘lganida
D, kichik givmat qabul giladi. Demak, agar asosiy gipoteza H; o‘rinli
bo‘lsa D, statistika kichik bolishi kerak. Kolmogorovning muvofiglik
alomati D, statistikaning shu xossasiga asoslangandir.
Teorema (Kolmogorov). Ixtivoriy uzluksiz F(x) tagsimot funk-
sivasi va A uchun
lim P{/nD, <Af=K(A)= Y (-1) e*

bo‘ladi.
/), statistikaga asoslangan statistik alomat kritik to‘plami quyi-
dagicha aniglanadi
y [¢+ I ( g "
8i5 ={t:t=D, (x, X000 20
By verdan 0 < ¢ < 1 — alomatning giymatdorlik darajasi.
JImogorov teoremasidan quyidagi «ulosalar kelib chigadi:

a) 1 statistikaning /1, gipoteza to’g'ri bo*lgandagi tagsimoti
F(x) ga bog'lig emas;

b) amaliy nuqtayi nazardan n > 20 bo‘lgandayoq teoremadagi
yaqinlashish juda yaxshi natija beradi, ya'ni P{\/;ﬂ),, f).‘,« ni K(2)
bilan almashtirishdan yo'l qo*yiladigan xatolik yetarlicha kichikdir.

Bu xulosalardan kelib chigadiki, n = 20 bo‘lsa kritik chegara
loni A / /n ga teng deb olish mumkin. Bu yerda 1K) = l-a
tenglamaning ildizlaridan iborat. Hagigatan ham berilgan 0<u<1
uchun

P(D, e S, [Hy} = P{nD, 22, [H, }=1-K(%,)=a.
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Shunday gilib, Kolmogorov alomati quyidagicha aniqlanadi:

1) berilgan @ orgali K(4,) = 1-a tenglama yechimi /, jadval
yordamida topiladi;

2) berilgan tajriba natijalari x;, x5, ..., x, larga ko‘ra r=D,(x;, x;,
..., X,) giymati hisoblanadi,

3) Jnt va Aq solishtiriladi, agar Jnt > 7, bo‘lsa, asosly gipo-
teza Hy rad etiladi, aks holda tajriba H) ni tasdiglaydi.

1. K.Pirsonning xi-kvadrat muvofiglik alomati.

Amaliyotda Kolmogorov statistikasini hisoblash ancha murak-
kab va undan tashqari Kolmogorov alomatini go*llash fagat tagsimot
funksiya F(x) uzluksiz bo‘lgandagina mumkindir. Shuning uchun,
amaliyotda ko‘p hollarda Pirsonning xi-kvadrat alomati go‘llaniladi.
Bu alomat universal xarakterga ega bo‘lib, kuzatilmalarni guruhlash
usuliga asoslangandir.

Faraz qilaylik, 24 ~ kuzatilayotgan va taqsimot funksiyasi
noma’lum F(x) bo‘lgan X tasodifiy migdorning giymatlari to‘plami
bo‘lsin. £t ni k ta kesishmaydigan oraliglarga ajratamiz:

k
@ =\Js,.8()e;=0,i#j,i,j=12,..k
1=l
Takrorlanishlar vektori deb ataladigan v = (v, ,...,v, ) vektorni

olaylik. Bu vektoming 7-koordinatasi kuzatilmalardan v, tasi &
oraligga tushganligini anglatadi. Ko'rinib turibdiki, takrorlanishlar
vektori v tanlanma (X,....,X,) orqali bir giymatli aniglanadi va
Vi +Vy + .ty = n. Asosiy gipoteza Hy to'g'ri bo'lgandagi kuzatil-
maning &, oraliqqa tushish ehtimolligini p,, bilan belgilaylik:
Po=PiXes [Hyt i=1,2,..k.
Quyidagi statistikani kiritamiz:
k(v =npio )
x’:: & (v ~np;o ) g
w1 HPio
va Hy: I = F, asosiy gipotezani to'g riligini tekshiramiz.
Kuchaytirilgan katta sonlar qonuniga asosan nisbiy chastota
v, /n bir ehtimollik bilan nazariy ehtimollik p,, ga intiladi. Demak.
agar Iy gipoteza o‘rinli bo‘lsa, u holda x? statistikaning qiymati
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yetarli darajada kichik bo‘lishi kerak. Demak, Pirsonning xz mezoni
7 statistikaning katta giymatlarida asosiy gipoteza H) ni rad etadi,
ya'ni alomatning kritik sohasi §,, ={r:¢>¢,} ko'rinishda bo‘ladi.
Asosiy gipoteza H, to*g‘ri bo‘lganida Y,2, statistikaning aniq taq-
simotini hisoblash ancha murakkab, bu esa o'z navbatida alomatning
kritik chegarasi 7, ni topishda giyinchilik tug*diradi. Ammo, n yetarli
katta bo‘lsa Hj gipoteza to‘g'ri bo‘lganida y? statistikaning taqsi-
motini limit tagsimot bilan almashtirish mumkin.
Teorema(Pirson). Agar 0< p, <1, i=1,2,...k bo‘lsa, u holda

lim P(X; <1/Hy )= P{xi, <t}

Bu yerda z,l_l erkinlik darajasi k-1 bo*lgan xi-kvadrat tagsimotiga ega
bo‘lgan tasodifiy migdordir:

SR

—————j.\'3 e"dx &

bu yerda. I'{7) -~ gamma funksiya.
Amaliyotda bu teorema natijasidan n > 50, v, 245, i=1.2,..,4
ho‘lganda  foydalanish mumkin. Bu holda ¢, kritik nugqta

@
)

Pyl o1, {=a., 0<a <] tenglamadan topiladi.

6-8. Statistik kriteriy quvvatini hisoblash
(Z-kriteriy misolida)

317 oldingi bobda giymatdorlik sathi (yoki kriteriy hajmi) o
bo‘lpan kriteriy quvvati alternativ gipoteza H, to‘griligi shartida
asosly pipoteza Hni rad etish va demak f7; ni qabul gilishdan iborat
fo‘p'ri yechim ehtimolligi 1-p8=P(H,/H )= P(Te .7,/ H,)dan
iborat ckanini ko‘rdik. Bu formuladan ko‘rinadiki, kriteriy quvvatini
hisoblash 7 statistikaning alternativ gipoteza H; o‘rinligi shartidagi
aniq (yoki tagribiy) tagsimotini bilishni talab qiladi. Statistik gipo-
tezalarni tekshirish nazariyasida bu yechilishi qiyin bo‘lgan masalalar
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toifasiga kiradi. Ushbu paragrafda biz kriteriy quvvatini hisoblashni
Z -kriterty misolida ko‘rib o‘tamiz. Bu kriteriyning Z -statistikasj
quyidagicha aniglanadi. X"’ =(X|....,X,) tanlanma o'rta giymati
noma’lum x parametrdan va dispersiyasi ma'lum o = 4 normal tag-

simotga ega bo‘lgan bosh to‘plamdan olingan bo‘lib, x= ——ZX

tanlanma o°rta arifmetik giymati g uchun statistik bahosi bo* lsm. u
holda Z -statistika standart normal @, (7) tagsimotga ega va
;-u 3 ;—p
e m_ 2//n
formula bilan aniqlanadi. Biz tanlanma hajmini » =25 deb tanlaymiz
va asosiy H,, va alternativ /; gipotezalarni quyidagicha ifodalaymiz:
Hyod=05 H:4>0.

Demak, H, sodda va H; esa murakkab gipotezalar ckan. Biz giymat-
dorlik sathi (1-tur xatolikni) & =0,05 deb tanlab, unga mos kritik
nuqtani integral funksiyasi jadvalidan

l-a=0,95=0,5+D; (1, )
tenglama yechimi sifatida 7, =1,645 —~ kritik nugtani aniglab olamiz,
Endi H, ni rad etuvchi kritik to‘plamni .| ={Z, , >1, | tengsiz-
likdan H, o‘rinliligi shartida aniglab olamiz:

—‘LIIO t\[_

= D = 2N 20,571,645 s
o/\n

kuz

bu yerdan, H, gipoteza x,>l'26:' = 0,658 bo‘lganida rad etlishini

bilib olamiz. Endi alternativ gipoteza H, :u =1 bo‘lganida kriteriy
quvvatini hisoblaymiz:
1=P=P(Z,, € 41 H)=P(Z, 51,645/ p=1)= P(x> 0,658/ ~1)

uz €

0.658-1
~P( o 2 / = P(Z>~0,855)=1~D, (~0,855) -
rf/wz)’w\/zi e s i o :

=D, (0,855)=0,5+D; (0,855)=0,5+0,3=0.8.
Bu yerdan 2-tur xatolik ehtimolligini topamiz: #=1-0.8=0,2.
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4

Endi yuqoridagi gipotezalarni tekshirish uchun Z -kriteriy
giymatdorlik sathini 1% lik etib, ya’ni a=0,01 etib oldingidan 5
marta kam tanlaymiz. U holda Z -kriteriy kritik nugtasi #,=2,32 ni
jadvaldan aniglab. H ni quyndagl tengsizlik orqgali rad etiladi:

kuz ZG/\/,z—’__‘_,SA>2 3.

Demak, :*—— =0,928 tengsizlik bajarilganida H, gipoteza rad

Clﬂddi Bu holda biz kriteriy quvvatlarini H, alternativalar =1 va
=2 bo'lganida quyidagicha hisobiaymiz:

» Yo 09281,
— B =P(x>0,928/ :1:1)(‘“ petle g
1-p=P u=N)=P| T =1 = P(Z>-0.18)
J—®, (~0,18) =D, (0,18) =05+ D (0,18)=0,5+0,0714=0,5714
va 2-tur xatolik 2 =1-0, \714 0 4286. Shu kabi

098
r\/— "/F

|-, (~2.68)=D;(2.68)=0.5+Dg(2,18)=0,5+0,4963=0,9963.

Bu verdan 2-tur xatolik f=1-0,9963=0,0037 ni topamiz.
Fndi tanlanma hajmini #=100 za orttirib, I-tur xatolik a =0,01,

|- =P(x>0928/u=2)=

/I ): P(Z>-2,68)=

alternativ g =1 va dispersiya qiymatlari 52 =4 va g’ =1 bo‘lgan
holl; cngoridagi jarayonni takrorlab, kriterly quvvatlarini hisob-
Jaymiz
j X=fiy
Z i WL R
ke = o in 2/4100 Kt
Demak, /1, gipoteza
x> 2,324 _0 464
bo‘lganida inkor ctiladi va hund.\y kulu iyning u =1 dagi quvvati
,] x—p 5 0,464-1
\ r)‘/\/_ 7/\/—
1—®, (-2,68) =D ( 2,68)=0,5+®; (2,68)=0,9963.
39])

|—f3=Px>0,464/ u 1)

/1 -1) P(Z>-2,68)=



Shu kabi. o =1 da

_ﬁ'i’-_—-—_lopz R2=1,.

Bu holda H, gipoteza x>2,32‘7‘5=o.232 tengsizlik o'rinli
bo‘lganida rad etilib, bu kriteriyning x =1 alternativa giymatidagi

quvvati

0232 1, :

g 50,232/ £y J:P Z>-7,68)=
~B=Hx o a/f 1100 7 s ( )

=1-®, (~7,68)=D,(7.68)=0,5+D; (7.68)=0,5+0,5=1.
Bundan 2-tur xatolik giymati =0 ekanini ko‘ramiz.
Yuqoridagi barcha hisoblarni e’tiborga olib quyidagi jamlovchi
jadvalni tuzib olamiz.

Asosiy gipoteza: H =0

I Qiymat- | ]
No Ta;lfxm"na st.per- Sliedmtiv dorlik sathi | Knl‘crn)"
ajmi siya (1-tur ! quvvati
[ e s St Xt O 1K) ‘ B
Ly 25 IS0 P H S u=1 | @=0,05 | 1-8=08
2 w25 | 4224 | Hip=1| a=0,01 | |-p -05414
L AR AT S AN AR
3.1 n=25 P Hiu=2"1 @=0,01 | 1-3=0,9963
L o WL St
u=14{ =001 | 1-p=0, wm
1

4.1 n=100 ol=4 Hiitr=
?j‘ 'r_1f100 ot =1 H, ;y_:;_ §

. 4
a=0,01 | 1= =1

Bu jadvaldan ko‘rinadiki, normal tagsimot o‘rta giymati hagi-
dagi Hy:p=0 gipotezani uning dispersiyasi o ma’lum bo‘lganida

X=U L : ¥ ; : ) .
i /‘ - statistikaga asoslangan kriteriyning qiymatdorlik sathi
ag/\n

1% (& =0,01) bo‘lgan holda tanlanma hajmi ortgani sari eng katta
quvvatga ega bo‘lar ekan.
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7-§. Tanlanmalar bir jinsliligini tekshirish uchun noparametrik
kriteriylar

Biz ikki tantanma o'rta giymatlari tengligi haqidagi quyidagi
Z -kriteriy (dispersiyalar ma’lumligida bosh to*plamlar normal
tagsimotlarga ega):
¢ -kriteriy (Styudent kriteriysi, dispersiyalar noma’lumligida bosh
to*plamlar normal tagsimotlarga ega);

¢ -kriteriy (Kramer-Uelch kriteriysi, dispersiyalar noma’lumligida
bosh to plamlar ixtiyoriy tagsimotlarga ega);

hamda dispersiyalar tengligi hagidagi Fisher-Snedekorning F -
kriteriylari bilan tanishib, ularga turli misollar ko‘rib o‘tdik. Ularni
ikki tanlanma sonli xarakteristikalar tengligi hagidagi parametrik
gipotezalar deb qaraymiz.

Ushbu paragrafda biz yana ham umumiy masala, ya'ni ikki
anlanmaning tagsimotlari ustma-ustligi hagidagi gipotezalarni tekshi-
pishga doir kriteriylarni ko'rib o*tamiz. Bular noparametrik kriteriy-
lardir.

Tajribalar  natijasida  olingan  ikki  statistik  tanlanmalar
PIEX XS e v,) va Y =(1.Y, ,..Y,)) laring bir jinsliligi,
ya'ni yagona bosh to'plamdan olinganligini tekshirish  statistik
;,'||7<\h'/:|‘.'\llll tekshirish nazariyasining asosty masalalaridan biridir.

Biz X' ni tagsimot funksiyasi I’(.\') bo‘lgan X" tasodifiy migdorni

va Y i esa tagsimot funksiyasi G(y) bo‘lgan Y tasodifiy miq-
dormni kuzatish natijasida olingan mos n va m hajmlardagi statistik
tanlanmalar deb qaraymiz. Asosiy gipoteza:

I, F'(x)= G(x), barcha x larda; (1
bu ikki tagsumotlar ustma-ust tushishi haqidadir.

Asosiy /1, gipotezaning bajarilmasligi, ya'ni tanlanmalaming
bir jinslik emasligi hech bo*lmaganda biror x, uchun H:F(x)#Gx,)
pipoteza o'rinli ekanini anglatadi. Agar tanlanmalar bir jinsliligi asos-
Jansa, u holda ular yagona bosh to‘plamdan olingan deb hisoblanib,
alarni birlashtirib yuborish mumkin., Agarda (1) gipoteza o'rinli
bo‘lsa. u holda tanlanmalarning o‘rta qiymatlari tengligi haqidagi

3¢
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Hj:pt, =p, gipoteza ham o‘rinli bo‘ladi, ammo teskarisi o‘rinli
emas. H, gipotezani Styudent va Kramer-Uelch kriteriylari orqgali
tekshirib bo‘lmaydi, chunki ular yordamida /) nigina tekshirish
mumkin. (1) gipotezani tekshirish uchun noparametrik kriteriylar
Smirnov, omega-kvadrat (Leman-Rozenblatt), Vilkoksok-Mann-Uitni,
Van-der-Varden, Sevij, xi-kvadrat (Pirson) va shular kabi statistikalar
asosida qurilishi mumkin.

a) Smirnov kriteriysi. F va G tagsimotlar uzluksiz bo‘lsin.
X" va ¥ tanlanmalar bo‘yicha F(x) va G(y) larning mos empi-
rik baholari, ya’ni empirik tagsimot funkiyalarini hisoblaymiz:

Fi)=13 1(x,5x). xe r,

i=l

Gm(y)=;".zl(yj <y). yeR,
J=1
bu yerda 7(A) orqali A hodisa indikatori belgilangan. Smirnov sta-

tistikasi
D, =suplF, (x)-G, (x)| (2)
wh

nom

formula bilan aniglanadi. (2) statistikaning kritik nuqtalari jadvali
[4] da keltirilgandir. Jadvaldan alternativ gipoteza asosida bir yoki
ikki tomonlama kritik nuqtalar aniglanganidan so‘ng /1, ni gabul
qilish yoki inkor etilishi odatdagi uslubiyatda amalga oshiriladi. (2)
statistika 1939-yilda N.V.Smirnov tomonidan tavsiya ctilgan.

b) Leman-Rozenblattning omega kvadrat kriteriysi. Omega
kvadrat statistika
) =2 I(l""(,r)—(i,” ( r)). U, =\ XD, 3)

n.m m‘_
formula bilan aniglanadi. Bu yerda

H, x)=L_F s -G, (x)
y nm n+m

- birlashtirilgan tanlanma bo‘yicha tuzilgan empirik tagsimot funk-
siyadir. (3) statistikaning ham kritik nuqtalari jadvali [4] da keltiril-
gan. (3) statistika 1951-yilda E.Leman va 1952-yilda M.Rozenblatt
tomonidan taklif etilgan.
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v) Ikki bog'ligsiz tanlanma uchun xi-kvadrat kriteriysi.
v va ¥" tanlanmalar elementlarini guruhlarga tagsimlab olamiz.
L orqali guruhlar sonini belgilab, n va m, lar orqali i-guruhga

n ()
tushgan X" va Y tanlanmalarga mos kelgan elementlar sonini bel-
. S A n; m, e
gilab olamiz. U holda — va — lar i-guruhga tushgan tanlanma
h n
elementlari nishiy lakxoxlamshlal somm anglatadi. Bu yerda

ZH =n, Zm, =0
=1
1kki tanlanma uchun xl-kvadrat statistikasi

’ 2
L)l ﬂ]‘

X ',2 o=
o ,Z] n+m 5
amaliyotda juda keng go‘llaniladi va shu sababli uning tagsimoti (xi-
Jevadrat tagsimet) kritik nugtalan jadvali ko*pgina adabiyotlarda va

wususan |41 da ham keltirilgandir, Bu statistika kritikasi nugta berilgan
qiy m.llrlm lik sathi e va ozodlik darajasi v = L—1 ga qarab jadvaldan
tanlanadi. Biz misol sifatida @ =0.05 uchun bu kritik nuqtalarming
9 tasini quyidagi jadvalda keltiramiz.

Vi-kvadrat kriteriyning o = 0,05 uchun kritik nugtalari

vel-1] 1 ] 2 1 3 1 & 1 5 S e e
1) = Zoos | 384|599 17,82 (9,49 | 1107 | 12,59 | 1407 | 15,52 | 16,92

Ni-kvadrat kriterivning amalga oshirilishi quyidagi algoritm
asosida olib boriladi

| Xidkvadiat statistika giymati (4) formula asosida hisoblanadi.
nuqta qiymati bilan solishtiriladi: agar

2. X, Qiymat

X2 . € Xioos =l botlsa, u holda solishtirilayotgan tanlanmalar
tagsimotlari 0,05 ~|| sratdorlik sathida ustma-ust tushadi;

agarda X Zi e =1, bo'lsa, u holda solishtirilayotgan
tanlanmalar farqlanishi mugqarrarligi 95% ni tashkil etadi.
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Masala. Ikki tumanda bir fan bo‘yicha test-sinov ishlari olib
borildi. Tajribada har ikki tumandan n=m=50 tadan o‘quvchilar
ishtirok etdi. Mashqlarni bajarilishiga qarab, har bir o‘quvchi quyi,
o‘rta, yaxshi va yuqori, deb ajratilgan guruhlardan biriga o‘tadi. Biz
birinchi har ikki tuman o‘quvchilari bilimlari deyarli farqlanmaydi,
ya’ni ularing bilim darajalari sonli ko‘rsatkichlari mos tagsimotlari
F va G lar tengligi hagidagi (1) gipotezani ikki tomonlama alternativ
H,:F#G ga nisbatan tekshiramiz. Test-sinov natijalari quyida-

gichadir:

Tanlanmalar quyi orta | yaxshi I_v _yugori
~tanl ,
e et |
2-tanlanma

Xi-kvadrat statistikani hisoblaymiz:

2

(n,_m, ’ (3 9 [19 24 (18 12]
p 4 )y 8t Rese 47 a0
50 50 J 150 50
{507 50) _jenolls0 50/ 50 50) \50 50)

2 =4 2 L
z0:50 g 4 my L 349 19424 18412
(ﬂ_i)”
\30 502} =645,
1045

0Ozodlik darajasi v =4~1=3. U holda « = 0,05 uchun jadval-
dan kritik nuqgtani topamiz:
Y i =782
Ammo 1520‘50 =6,45<7,82, demak /, qabul gilinadi. Bu csa

bizda ma’lum bir fan bo‘yicha o‘quvchilar bilimlari farglanadi, degan
taxminni inkor etishga asos bo‘ladi.
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SR Sam—————_

XI1iI BOBGA DOIR MASALALAR

e Al e L) tanlanma N(a:0%) tagsimotdan olingan
bo‘lsin. Noma'lum parametr 0 to'g'risida quyidagi ikki sodda
gipoteza ko‘ramiz: H,:0=0,vaH,:0=0, (6,>0,). I tur xatoligi o
bo‘lgan tekis eng quvvatli kriteriy quring va IT tur xatolik S ni
hisoblang.

2. X" =(X,...X)) tanlanma Bi(n0) taqsimotdan olingan
bo‘lsin. Noma’lum parametr 6 to‘g'risida quyidagi ikki sodda gipo-
teza ko‘ramiz: H,:0=0, va H,:0=6,(0, >0,). I tur xatoligi o
bo‘lgan tekis eng quvvatli kriteriy quring va Il tur xatolik S ni
hisoblang.

3. 4" = (X ....X)) tanlanma 7 (@) tagsimotdan olingan bo‘lsin.
Noma'lum parametr @ to'grisida quyidagi ikki sodda gipoteza
ko‘ramiz: H,:0 =0, va H :0=0, (6, >8,).1 tur xatoligi a bo‘lgan
(ekis eng quyvvatli kriteriy quring va Il tr xatolik 3 ni hisoblang.

4. ¢ tasodifiy migdorning tagsimoti F(x) to‘g'risida quyidagi
ikki sodda  gipoteza  ko‘ramiz: H,:F(x)= R[-a;a] va
,:F(x)=N(O;c7). 1 tur xatoligi a bo‘lgan tekis eng quvvatli
Jriteriy quring va I1 tur xatolik /3 ni hisoblang.

(sodifiy migdorning tagsimoti F(x) to‘g'risida quyidagi
: ; 1
ikki sodda gipoteza ko‘ramiz: H,: f(x) :—;,l.\‘lSl va H,:F(x)=N(0:1).
wr xatoligh o bo'lgan tekis eng quyvatli kriteriy quring va 11 tur
xatolik /3 ni hisoblang.

6. X" =(X,,...X ) tanlanma zichlik funksiyasi f(x;0)=e’("'0)‘
>0 bo'lgan tagsimotdan olingan bolsin. Noma’lum parameter 6
to‘g‘risida quyidagi ikki sodda gipoteza ko'ramiz: H:0 =0, va
H,:0=0, (0,>0,). 1 tur xatoligi a bo‘lgan tekis eng quvvatli
kriteriy quring va II tur xatolik f ni hisoblang.
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7. X" =(X,,...,X,) tanlanma zichlik funksiyasi /(x;0)=6x7,
x>6 bo‘lgan tagsimotdan olingan bo‘lsin. Noma’lum parameter 6
to‘g‘risida quyidagi ikki sodda gipoteza ko‘ramiz: H, :0=0, va
H, :0=0, (6,#0,). 1 tur xatoligi « bo‘lgan tekis eng quvvatli
kriteriy quring va II tur xatolik £ ni hisoblang.

L R e tanlanma zichlik funksiyasi
f(x:0)=207(0 —x), xe (0:8) bo‘lgan tagsimotdan olingan bo‘lsin.
Noma’lum parametr ¢ to‘g‘risida quyidagi ikki sodda gipoteza ko‘ra-
miz: H,:0=0, va H :0 =60, (6,>6,). ] tur xatoligi & bo‘lgan tekis
eng quvvatli kriteriy quring va IT tur xatolik / ni hisoblang.

G = (K dde) tanlanma zichlik funksiyasi
J(x:0)=2(0x+(1-0)(1-x)). x= (0:1) bo‘lgan tagsimotdan olingan
bo‘lsin. Noma’lum parameter @ to‘g‘risida quyidagi ikki sodda gipo-
teza ko‘ramiz: H,:0 =0, va H,:0 =0, (00, <0,<1). I tur xatoligi
o bo‘lgan tekis eng quvvatli kriteriy quring va Il tur xatolik # ni
hisoblang.

10. X" =(X,,...,X,) tanlanma zichlik funksiyasi f(x;,0)=2x/0",
xe (0;0) bo‘lgan tagsimotdan olingan bo‘lsin. Noma’lum parametr ¢
to‘g‘risida quyidagi ikki sodda gipoteza ko‘ramiz: H,.0 =0, va
H,:0=0, (0,>0,). 1 tur xatoligi = bo‘lgan tckis eng quyvatli
kriteriy quring va I1 tur xatolik /# ni hisoblang.

11. Quyidagi misollarga berilgan tanlanma bo‘yicha muvofiglik
kriteriylari yordamida /, gipotezani tekshiring.

a) n=100 ta detal uzunligini o‘lchatib, quyidagi jadval tuzildi
(mm da):
|

102 | 102.5

4

| Uzunligi | 98 [98.5[ 99 {995 [ 100 [ 1005 | 101 1015
[ e 0] 0

"

it

H,: X ~ N(100,25:1).



b) Tasodifiy sonlar jadvalidan »=150ta son tanlanadi.
[10,,10,+9)(i=0,1..,9) oraliqga tushgan sonlar chastotalari
n :16,15,19,13,14,19,14,11,13,16 ga teng.

H,: X ~ R[0,100].

v) Telefon stansiyasida har minutda noto‘g‘ri ulanishlar soni &
ustida kuzatishlar olib borilib 1 soat davomida quyidagi ma’lumotlar
olindi: 3; 1; 3; 1;4;2; 2;4; 0; 3;0; 2; 2;:0:2 5 a4 A SDaD 1 5] -
2; 15 0; 3; 4545 352575 2;:0;0; 15180 35515009 M0 SR ERIEN0 S B il
0: 12 1:2; 2 e iss

Muhimlik me’yorini o =0.05 deb tanlab, bu tanlanmaning
nazariy tagsimoti Puasson tagsimotidan iboratligi hagidagi H, gipo-
tezani tekshiring.
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TESTLAR

(New York Universiteti 2-kurs bakalavrlariga 1990-yilda berilgan test
savollari)

1. R,S va T bog'ligsiz hodisalar va ular bir xil % chtimollikka

ega. P(PwS'T) nitoping?
BRI @i X g
27 3 27 27
2. X va ¥ tm.larning birgalikdagi zichlik funksiyasi berilgan
bo‘lsin:
[25,0sx<2,x-2<y<x

S, y) =<l 0. aks holda.

MX’Y ni hisoblang.

7.8 e B. : Co2 D.4 E. =
g 3

3. X, X,,.. X, va ¥..Y,....Y,, bog'ligsiz t.m.lar mos matema-
tik kutilmasi MX =30.4 va MY =32.1, o'rtacha kvadratik tarqogligi
o, =12 va o, =14 bo'lgan tagsimotga cga bo'lsin. P(x > y)ni hisoblang.

A. 27 B. 34 C.:50 D. 66 E.73.

4. X va Y diskret t.m Jaming birgalikdagi tagsimot gonuni berilgan:

ST o
G
0 [ I
I | 3

NN

Cov(X,Y) ni hisoblang,
A. -0,02 B0 CR002: D010 E. 0,12.
5. Nomerlangan kub toki 2 raqami tushmagunga qadar tashla-

nadi. X t.m. tashlashlar soni bo‘lsa, P(X < x) '—l-m' ganoatlantiruvehi

eng kichik x ning gqiymatini toping,
A.2 B.3 C. 4 D.5 E. 6.
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6. X va Y tm. lar matematik kutilmasi u , dispersiyasi o> >0
bo‘lgan normal tagsimotga ega va p bu tm.lar korrelyatsiya
Koeffitsiventi. Quyidagi mulohazalarning qaysilari to*g'ri?

1. X va ¥ tmlar bog'ligsiz bo'ladi, fagat va fagat p = 0 bo‘lsa;

iI. ¥ —X normal tagsimlangan bo‘ladi, fagat va fagat p >0

bolsa:

IL D(X +Y)<20" faqat va fagat p <0 bo‘lsa;

A. fagat I va Il B. fagat T va IIT;

C. fagat I va I1T; D. Tvalll: E. tog'ri javob yo'q.
e o n [ 0,agarx<0

7. Zichlik funksiyasi f(x)={ bo'lgan & ta-
\2).9 “agarx >0

sodifiy migdor uchun ME ni toping.

Al B ks ol B
A 2 24
8. X oudia N(3:o').0” — noma'lum bo‘lsin. Agar tanlanma-

ning tajribadagi giymatlari 4, 8, S va 3 bo'lsa, ¢ uchun HMO*UR ni
1y matini toping.

J B. 2 Col D.5 E. E.

>

2 3 2
v va Y L laming birgalikdap #ichlik funksiyasi berilgan.

| v=1,2,3, y=23; ;
f(x,3)=40 U=X+Y bo'lsin, u holda U
f A
0. aks holda.

{ m. ning zichlik funksiyasini toping.

=3

wir

4 u=3,4.5,6 \
glu)=14 B. g(u):{?ll=4‘5~5
(), aks holda 2

| 0, aks holda
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-l—,u=3,6
6

1 [l,u=2.3.4.5.6
C. glu)=4 —,u=4,5 D. g(u)=45
¢ I 0. aksholda
|0, aks holda

1
=, u=2,3,4,56
E. g(u)=£ 4

| 0,aksholda

10. X,,...,.X, matematik kutilmasi MX va dispersiyasi DX >0
va ¥,,...Y esa matematik kutilma MY va dispersiya DY >0 tagsi-
motlardan olingan bo‘lsin. Asosiy H,: MX = MY gipotezani va alter-
nativ H, : MX # MY gipotezani ko‘raylik. Z, = X, ~Y, ga asoslangan
Styudent kriteriysi bo‘yicha /, gipotezani tekshirishda quyida kelti-
rilgan gaysi mulohazadan foydalaniladi?

1. Z, normal tagsimotga ega. Loy =0y,

I, Cov(X,,Y) =0, i=1,...,n.

A.LIIvalll B.I C.II DI E. to‘g'rijavob yo'q.

X

11. X, X, va X, diskret tm.lar va g(x):-‘f.m’ el in
'l 0, aks holda
zichlik funksiyasi bo‘lsin. P(X, < X, < X,) ni hisoblang.

A.0,030 B.0,050 C.0,167 D.0.250 E.0,350.

12. X uzluksiz t.m. zichlik funksiyasi berilgan:

[ Ae* agarx >0
{x) = P
7 1 0, aksholda.

: : g s o 20
Agar bu tagsimotning medianasi 3 bo‘lsa, A ni toping.

2 B. lln2 C. 2|n-3— D. 3In2 B3
2 3 2

=

A. -l—ln
3
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13. M (1) funksiya X t.m.ning hosii qiluvchi funksiyasi bol-
sin. Quyida keltirilgan mulohazalardan qaysilari to*g*ri?
I M (0)=1.

d*M (1)
dr’
I M (1) X t.m.ning tagsimotini 0‘zaro bir qiymatli aniglaydi.
A.1vall B.Ivalll C.IIvalll D.LIvalll;

E. to"g'r javob yo‘q.

1. o= Var[ X].

14. Noma'lum 6 parametr uchun uchta bog‘ligsiz ishonchlik
intervallari tuziigan. Agar har bir interval ishonchliligi 0.98 bo'lsa, bu
intervallardan birortasi ham ¢ ni o'z ichiga olmasligi ehtimolligini
toping.

A.0,0192 B.0.0297 C.0,0588 D.0.9412 E.0,9703.

15. X, X, ~7(0) bo'lsin. Asosiy gipoteza H,:0=5 ni
/1, .6 # 5 alternativ gipotezaga qarshi tekshirishda ;=—1\—'—;—X—’ statis-
tikadan foyalaniladi. Agar L._\’—- 51> 4 kritik soha bo‘lsa, 1-tur xatolil:
chtirnlligini toping

: 9. Sk 8,110
R SLACANES R gt

5

Y iarl s Ll
10 & e 10
. ;
), 1= | S
-3 g1

16. Y uzluksiz tmoning birgalikdagi zichlik funksiyasi berilgan:

[1

(= x(4=x)agar0< x <3

/(x) "w 9 g ;

!L 0, aks holda,

Y\ ning moddasini toping.
‘ 3 i/

A : Bl Cr= D= B
9 2 4



17. X va Y t.m. larning birgalikdagi tagsimot qonuni berilgan:

X | 1 5

Y
2 | 6,+6, 6,+20,
4 6,+20, 6,+0,

0, va 0, parameirlar birgalikdagi tagsimot xossalarini va
-0.25<0,<0.25, 0=6,<0.35 shartlarni ganoatlantiradi. (6,,0,)ning
qanday giymatida X va ¥ t.m.lar bog‘ligsiz bo‘ladi?

1 1 i | 1iés] 18 1

A (o,g] B. (Z,OJ c. (—Z’EJ D. (_E’ZJ E. \(TE’EJ'

18. X,Y wva Z bog'ligsiz normal tagsimlangan tasodifiy
miqdorlar va MX =2, MY=1.MZ=2 va DX >0 bo'lsin. Agar

A 2

=¢ 4(;‘,_2) ,1 bo‘lsa, ¢ ning ganday giymatida W tm.
(Y—l) +(Z—2)'_|

F,, Fisher tagsimotiga ega bo‘ladi?

A. 0,25 B. 0.50 C:1 D.2 E. 4.
19. X,....X,o~N(p.0") va ;12% va T'= Iisi(\ = ;-)j
=1 o il

bo‘lsin. Asosiy gipoteza H,:o” <10 ga qarshi alternativ /1, :6" > 10
gipotezani ko‘raylik. I-a = 0,05 bo‘lganda kritik sohani toping.

A. H, rad etiladi, agar 7' > 23.69;

B. H, rad etiladi, agar 7" =25.00;

C. H, rad etiladi, agar 7' = 236.90;

D. H, rad etiladi, agar T = 250.00;

E. H, rad etiladi, agar 7' = 261.20.

20. Quyida keltirilgan hodisalarning qaysilari
(B Cyw (A m B (') hodisaga teng kuchli:

L. BA(AwC) I (AnB)U(BNC)

L (ANC)u(BNC).

A lvall B.1valll C. I valll;

D. L IIvalll E. to‘g‘ri javob yo'q;
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21. Yashikda 100 shardan r tasi qizil, qolganlari esa oq rangda.
Tavakkaliga 20 ta shar olinadi. Agar olingan sharlardan hech bo‘Imasa
10 tasi gizil bo*lsa, asosiy gipoteza H,:r =30 rad etilib, H, :r>30

alternativ gipoteza qabul gilinadi. » = 40 bo‘lsa, 2-tur xatolik ehtimol-
ligini hisoblang.

] e

A (100‘\ B. & ooy CE 1O i
L 20 J 20 20
(40 )/ 60 J [401 60 ]
2\ &k 20—k )s SN 2090
D. Z 100) i ,Z 100y
20 ) 20
22. X, X,.... X tanlanma zichlik funksiyasi

|
[ ~]— agarf, < x<0,
f(x)=406,-6, ,0,>0,6,<0

{ 0, aks holda
bo‘lgan tagsimotdan olingan. Asosiy H, :0,=-6, va unga alternativ
H 0, # -0, gipotezalami ko‘rayiik. H, gipotezani tekshirish uchun
qurilean hagigatga o' xshashlik nisbati statistikasining kritik sohasini

topn
3 max{ A" ) nunL\'})__ ks B. maxlX,.'—minIX, 2hs
max(X,) max(X)
max(X, ) ~min(X) _ k: D. max(X,) o
max |.X| ¢ max(X,) - min(Y,)
m;|\| \',[ ok
max(AX,)

23. XX, X, lar bog'ligsiz va mos ravishda 0,20.30 para-
metrli Puasson tagsimoti bo‘yicha tagsimlangan bo‘lsin. Noma’lum
parametr & uchun HMO*UB toping.
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2 e S
A, lx g ok M;
2 6
D K X +3X 42X,
6 11

24. X,,.... X, ~ N(u,50) bo‘lsin. x>13.75 kritik soha yorda-
mida asosiy gipoteza H, :u =10 alternativ gipoteza / : 1 =15 qarshi
tekshiriladi. 2-tur xatolik 0,31 dan kichik yoki teng bo*lishi uchun eng
kichik tanlanma hajmini toping.

A2 B.4 5 D.8 B20.

25. X,...X tanlanma zichlik funksiyasi

{Bla—x)"agara-1<x<a
S(x) =1 ey
| 0, aks holda.

a >0, 0 >0 bo‘lgan tagsimotdan olingan bo‘lsin. Asosiy gipo-
teza H,:0 =6, va unga altemativ gipoteza H :0 >0, bo‘lsin. U
uchun eng quvvatli kritik sohani toping.

A,i’ln(a-X,)zk B.}ﬂ:ln(a—X,):/( (“2{:,\",,:/(;
=1 =i i

S X <k 8Ly o)< .
D; < ”n a)

e R H-’ Jr'"""":m.'irﬂ-‘ x< |
26. X t.m. zichlik funksiyasi f(x:0)="' 0 ;

Ii 0, aks holda.
0 > 0 bo‘lsin. Noma'lum parameter ¢ uchun MUB ni toping.

I e D~ e
Y X - x=1 13-x

27, X = N(O,1) va M(c|X - X,|)=1 bo'lsa, c¢ni toping.

o N2z g1 B g Jr
4 Jr B

!
B.
i 2 o

406



28. Agar & tm. t.f F(x)=[0’ ol Bhidiil
il—e'", x>0 g By 9D

bo‘lsa, ¢ ni toping.
3 1
i 2 . 2In= =
A. 3ln B ln2 G 3ln?. e E.l.

29. X.Y va Z lar bog'ligsiz va Puasson tagsimotiga ega bo‘l-
sin. MX =3,MY =1 va MZ =4 bo'lsa, P(X + Y +Z<1)?

JE] 9

A8 B0 G pe'“2 D. 9t SR Ee—w'

30. Agar & tm. N(2:1) normal gonun bo‘yicha tagsimlangan
bo‘lsa. P(& < ME)ni toping. ,

A 12 B. 1/3 C.1/4 D. 1/5 E. 1/6.

31. Agar X...X, t.m.lar dispersiyasi ¢ >0 bo‘lgan normal
tagsimotga ega bo'lsa, 95% aniqlikda o ishonchlilik intervalini
(uzing.

A. (10.162,2) B. (8.589,m) C. (2.00,m:0);

D. (1.848,%) E. (1.720,).

32. Idishda 4 ta qizil va 6 ta oq shar bor. Tavakkaliga 3 ta shay
olinadi. Tanlangan sharlardan Leeh bo*lmasa 2 tasi oq rangda bo‘lsa,
| (4 aizil va 2 ta oq shar olinishi ehtimolini toping.

2
! B c. 2 D2 g
3 4 11 55

33. Anketalar targatilganda 50% aholi tezda javob gaytaradi.
40% aholi esa 2-marta yuborilganda javob gaytaradi. Agar anketa 4 ta
Kishiga yuborilgan bo‘lsa va 1 fa anketa takroran javob bermagan
ixtivoriy 4 kishidan 1 tasiga yuborilsa, kamida 3 ta kishi umuman
javob bermasligi chtimolligini toping,.

A. (0.3%) +4(0.3°)(0.7) B. 4(0.3°)(0.7)

. 0.1" +4(0.1°)(0.9) D. 0.4(0.3)(0.7°) + 0.7

E.0.9% +4(0.9')(0.1)
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ILOVA

1-jadval
A rr
Normal tagsimot giymatlari @®(x)=—— Ie dt
e 0
X 0 1 2 3 4 S 6 7 8 9
0.0 | 0.00000 | 00399 | 00798 | 01197 | 01595 | 01994 | 02392 | 02790 | 03188 | 03586
0.1 | 03983 | 04380 | 04776 | 05172 | 05567 | 05962 | 06356 | 06749 | 07142 | 07535
0.2 [ 07926 | 08317 | 08706 | 09095 | 09483 | 09871 | 10257 | 10642 | 11026 | 11409
0.3 | 11791 | 12172 | 12552 | 12930 | 13307 | 13683 | 14058 | 14431 | 14803 | 15173
04| 15542 | 15910 | 16276 | 16640 | 17003 | 17364 | 17724 | 18082 | 18439 | 18793
0.5 | 19146 | 19497 | 19847 | 20194 | 20540 | 20884 | 21226 | 21566 | 21904 | 22240
0.6 | 22575 | 22907 | 23237 | 23565 | 23891 | 24215 | 24537 | 24857 | 25175 | 25490
0.7 | 25804 | 26115 | 26424 | 26730 | 27035 | 27337 | 27637 | 27935 | 28230 | 28524
0.8 | 28814 | 29103 | 29389 | 29673 | 29955 | 30234 | 30511 | 30785 | 31057 | 31327
0.9 [ 31594 | 31859 | 32121 | 32381 | 32639 | 32894 | 33147 | 33398 | 33646 | 33891
10| 34134 | 34375 | 34614 | 34849 | 35083 | 35314 | 35543 | 35769 | 35993 | 36214 |
1.1 | 36433 [ 36650 | 36864 | 37076 | 37286 | 37493 | 37698 | 37900 | 38100 | 38298 |
12| 38493 | 38686 | 38877 | 39065 | 39251 | 39435 | 39617 | 39796 | 39973 | 40147 |
1.3 | 40320 | 40490 | 40658 | 40724 | 409K8 | 41149 | 41308 | 41466 | 41621 | 41774 |
1.4 | 41924 | 42073 | 42220 | 42364 | 42507 | 42647 | 42785 | 42922 | 43056 | 43189 |
1.5 | 43319 | 43448 | 43574 | 43699 | 43822 | 43943 | 44062 | 44179 | 44295 | 44408 |
1.6 | 44520 | 44630 | 44738 | 44845 45154 | 45254 | 45352 | 45449
1.7 | 45543 | 45637 | 45728 | 4581% 46080 | 46164 | 46246 | 46327 |
1.8 46407 | 46485 | 46562 | 46638 Alyk% 4692(' 46995 47()!12
[ 1.9 47128 | 47193 | 47257 | 47320 41 147500 | 47558 | 47615 | 47670
2.0 | 47725 [ 47778 | 47831 | 47882 | @030 | 4K077 | 48124 | 48169 |
2.1 48214 | 48257 | 48300 | 48341 4%461 | 48500 | 48537 | 48574
22| 48610 | 48645 | 48679 | 48713 | 48745 | 48775 | 48809 | 48840 | 48R70 | 4BEGO |
2.3 | 48928 | 48956 | 48983 | 49010 | 49036 | 49061 | 49086 | 49111 | 49134 | 49158
2.4 | 49180 | 49202 | 49224 | 49245 | 49266 | 49286 | 49305 | 49324 | 49343 | 4936]
25| 49379 | 49396 | 49413 : 49477 | 49492 | 49506 | 49520 |
2.6 | 49534 | 49547 | 49560 | 49573 | 49585 | 49598 | 49609 | 49621 | 49632 | 49643
2.7 | 49653 | 49664 | 49674 | 49683 | 49693 | 49702 | 49711 | 49720 | 49725 | 49736
2.8 | 49744 | 49752 | 49760 | 49767 | 49774 | 49781 | 4978K | 49795 | 49K01 | 49807
2.9 | 49813 | 49819 | 49K25 | 49831 | 49836 | 49841 | 49846 | 49K51 | 49856 | 49861 |
x 3.0 38 4.0 S0z
@, (x) | 049865 | 0.49977 | 0.499968 ] T 0.49999997 i
{ AR e Ce
2-jadval
N(O.1) - normal tagsimot kvantillari
[ p ] 090 | 095 | 0975 [ 0.99 [ 0995 | 0.999
'[vU, 1.282 | 1.645 | 1.960 | 2.326 | 2.576 | 3.090
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3-jadval
1, (k)= Styudent tagsimoti kvantili

k— ():odlik darajasi ' P~ kvantil tartibi

fr= rEHr i s

Pl 0750 | 0900 | 0950 | 0975 | 099 | 0995 | 0,999
1| 1.000 | 3.078 | 6314 | 12706 | 31.821 | 63.657 | 318
2 | 0816 | 1.886 | 2920 | 4303 | 6965 | 9925 | 223
—3 | 0.765 | 1.638 | 2353 | SR {Rplarsimnliswll 102
—% | 0741 | 1.533 | "2{130 (S oaqpillses sar sl maapie v
~5 | 0727 | 1476 | 2005 | 2571 | 3365 | 4030 | 5803
—6 | 0718 | 1440 | 1943 | 2447 | 3.143 [ 3707 | 5908
[ 0711 _| 1415 | 1.895 | 2.365:| 2998 | 3499 | 4785
(8 | 0.706 | 1.397 | 1.860 | 2.306 | 2.896 | 3355 | 4501
9 | 0703 | 1.383 | 1.833 | 2262 | 2.821 | 3250 [ 4207
M0 | 0.700 | 1.372 | 1.812 | 2208" | 2:76ku|s 3160 (04144
™11 0.697 | 1363 | 1.796 | 2201 | 2718 | 3.106 | 4.025
32 0.695 | 1.356 | 1.782 | 2.179 | 2.681 [ 3.055 | 3930
T3 0.694 | 1350 | 1771 | 2.160 | 2:650' | 3.012 | 3.85
14 ] 0.692 | 1345 | 1761 | 2.145 | 2624 | 2977 | 3787
15 | 0.691 | 1.341 | 1753 | 2131 | 2602 | 2947 | 3733
36 | 0.690 | 1337 | 1746 | 2120 | 2.583 | 2921 | 3.686
% 0.689 | 1333 | 1740 | 2010 | 2.567 | 2.898 | 3.646
T 0.688 | 1.330 | 1.734 | 2.101 | 2.550" | 2.878 [ 3.610
=79 | 0.688 | 1.328 | 1729 | 2.093 | 2:589 | 2861 | 3.57
=20 1 0.687 | 1.325 | 1.725 | 2.086 | 2.528 | 2.845 | 3.552
5y 0.686 | 1.323 | 1.721 | 2.080. | 2:5IR.IE 28310 [0 3527
T 0.686 | 1.321 | 1717 | 2.074 | 25508 | 2819 | 3.505
=55 0.085 | 1.319 | 1.714 | 2,069 | 2500 [ 2.807 [ 3.485
33 | 0685 | 1318 | 1711 ‘ 2004 | 2492 | 2797 | 3467
55 1 00684 | 1.316 | 1.708 | 2,060 | 2:485 |  2.787 l 3450
56 | 0.684 | 1.315 | 1706 | 2.056 | 2479 2779 3.435
[ 97 0.684 | 1314 1.703 2.052 7 2473 3.421
=28 1 00683 | 1.313 | 1701 ‘ 2048 | 2467 | 3.408
[ Z«, 0.683 | 1.311 1.699 | 2.045 ,2_4.62 J_ <
30 0.683 | 1310 1.(;()77\ 2.042 2457 52
=20 | 0.681 | 1.303 | 1.684 | 2021 s
\—25— 1 0.670 | 1296 | L1671 | 2,000 6 7.390 i :
P 120 | 0677 | 1289 | 1658 | 1 1980 | 2358 | 2.617 | 3.160 |
" 1 0674 | 1.282 \ 1.645 | 1.960 1 2326 | 2576 | 3.090 |



4-jadval
7, (k) — tagsimoti kvantili
— ozodlik darajasi; p — kvantil tartibi

Pl o0.90 095 | 099 | Pl o090 0.95 0.99

2.71 3.84 6.63 20 2841 31.14 37:57,

1
2 461 | 599 | 921 | 21 | 2962 | 3267 | 3893
3 625 | 781 | 1134 | 22 | 3081 | 3392 | 4029
4 798 | 949 | 1328 | 23 | 3201 | 3517 | 4164
5 924 | 1107 | 1509 | 24 | 3320 | 3642 | 4298
6 | 1064 | 1259 | 1681 | 25 | 3438 | 37.65 | 4431
7| 1202 | 1407 | 1848 | 26 | 3556 | 3889 | 4564
8 1336 | 1551 | 2009 | 27 | 3674 | 40.11 | 4696 |
9 1468 | 1692 | 2167 | 28 | 372 | 4134 | 4828 |
10 | 1599 | 1831 | 2321 | 29 | 3909 | 4256 | 495 |
11 1728 | 1968 | 2472 | 30 | 4026 | 43.77 ‘[ 50.89 |
12 [ 1855 [ 2103 | 2622 | 40 | 5180 | 5576 | 6360
13 | 1981 | 2236 | 2769 | S50 | 6317 | 67.50 j 7615
| 14 | 2106 | 2368 | 2904 | 60 | 7440 | 79.08 | ss3% |
[ 15 | 2231 | 2500 | 3058 | 70 | 8553 | 90.53 ’ 100.42
[ 16 [ 2354 | 2630 | 3200 | 80 | 9658 | 10185 | 11233
[ 17 | 247 L2759 3341 [ 90 | 10756 | 113.04 | 12412
18 | 2599 | 2887 | 3481 | 100 | 11850 J‘ 124.34 l 13581
[ 19 | 2720 [ | |

Xi-kvadrat tagsimoti zichlik funksiyasi y (/)

= [0, x<0;
2 X)= /. d %
7 iZ""”/‘"(k/Z)X‘*‘z’"(f'“. x>0
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S-jadval
F, (k. k,) — Fisher tagsimoti kvantili

k, .k, — ozodlik darajalari; p — kvanti ltartibi

p=0.95
24 | 30 [ 40 [ 60 | 120 | =
249.0 | 250.1 | 2511 | 2522 | 2533 | 2543
195 | 195 [ 195 | 195 | 195 | 195
86 | 86 | 86 | 86 | 85 | 85
ST8 | 5ty | 5 o e (W
45 [ 45 [ 45 | 44 | 44 [ 44
38 | 38 |Fams|msTeaiiaTeany
34| 34 [ aagmasyians e
31 | 31 [ 30 | 30 | 30 [ 29
2.9 [~ 2R | DR I G b D
27 |20 | Ree e s
3. 26 | 2600150 90| s ep e
‘ 3 2.5 | 255 of | e Al o
—3 \ 20 | 26 | 248 | d il esiee s Sokim D
17— T 31 [ 28 | 25 | 235 | i9 TSR
% 317 | 280 25 7 e R
—— 30T 27 |2a | 22 IR L T
130 1 27 [ 24 1 32 21 ool
135157 133 1 21 | 21 |0 =
55T 26 | 23 | 21 | 21 | 2010 RS s
i‘: 729 1726 | 23 [72.0 |7 208 SeinM FRTo 0w Se1E
55128 | 25 [ 22| 200 | S0malouSIoM SEINIE
57128 [ 25 | 22| 2.00 | 100 TR IR RS
e e B A 0 W T P
35127124 [ 2L | Lo | 1 SR
30" 1 27 | 24 | 2.0 | 1,9 T ETREIEES SR
a0 1726 [ 23 [ 2.0 | 7008 " T[S e
. 5% 1 23 | 19 | L7 | 1.6 [ 160 SEIGA N0
o 2 T il
AN I I I 2L Y P
sk Fisher tagsimoti zichlik funksiyasi:
[0, x=0
1 , k k k, 5 2)-1 kl ~(kyeka )2

L ()= Lk ke K et K2 K i it g RS )

/ ;“ ) )] (Z)l (2)(/\‘) X i

k k. —natural sonlar.
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